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Abstract

The current trends in high performance computing show that large machines with tens of thousands of

processors will soon be readily available. The IBM Bluegene-L machine with 128k processors (which is

currently being deployed) is an important step in this direction. In this scenario, it is going to be a significant

burden for the programmer to manually scale his applications. This task of scaling involves addressing

issues like load-imbalance and communication overhead. In this thesis, we explore several communication

optimizations to help parallel applications to easily scale on a large number of processors. We also present

automatic runtime techniques to relieve the programmer from the burden of optimizing communication in

his applications.

This thesis explores processor virtualization to improve communication performance in applications.

With processor virtualization, the computation is mapped to virtual processors (VPs). After one VP has fin-

ished computation and is waiting for responses to its messages, another VP can compute, thus overlapping

communication with computation. This overlap is only effective if the processor overhead of the commu-

nication operation is a small fraction of the total communication time. Fortunately, with network interfaces

having co-processors, this happens to be true and processor virtualization has a natural advantage on such

interconnects.

The communication optimizations we present in this thesis, are motivated by applications such as

NAMD (a classical molecular dynamics application) and CPAIMD (a quantum chemistry application). Ap-

plications like NAMD and CPAIMD consume a fair share of the time available on supercomputers. So,

improving their performance would be of great value. We have successfully scaled NAMD to 1TF of peak

performance on 3000 processors of PSC Lemieux, using the techniques presented in this thesis.

We study both point-to-point communication and collective communication (specifically all-to-all com-

munication). On a large number of processors all-to-all communication can take several milli-seconds to

finish. With synchronous collectives defined in MPI, the processor idles while the collective messages are
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in flight. Therefore, we demonstrate an asynchronous collective communication framework, to let the CPU

compute while the all-to-all messages are in flight. We also show that the best strategy for all-to-all commu-

nication depends on the message size, number of processors and other dynamic parameters. This suggests

that these parameters can be observed at runtime and used to choose the optimal strategy for all-to-all com-

munication. In this thesis, we demonstrate adaptive strategy switching for all-to-all communication.

The communication optimization framework presented in this thesis, has been designed to optimize

communication in the context of processor virtualization and dynamic migrating objects. We present the

streaming strategy to optimize fine grained object-to-object communication.

In this thesis, we motivate the need for hardware collectives, as processor based collectives can be

delayed by intermediate that processors busy with computation. We explore a next generation interconnect

that supports collectives in the switching hardware. We show the performance gains of hardware collectives

through synthetic benchmarks.

iv



To my parents,

v



Acknowledgements

I would like to thank my thesis advisor, Prof Kale, for his guidance, direction, motivation and continued

support, without which this thesis would not have been possible.

I would like to thank the several PPL members, Chee-wai, Sayantan, Terry, Orion, Gengbin, Eric, Yan,

Chao, Nilesh, Yogesh, Greg, Tarun, Filippo, David ... and the list goes on. It was a lot of fun working and

hanging out with you guys. Chee-wai and Sayantan, I shall remember the several trips to Mandarin Wok we

took for the intellectual aggression and that made us quite immobile after. Eric and Yan, had a great time

working with you guys on the CPAIMD project. Hope you guys will continue the great work.

Many thanks to the various members of the TCB group, specially Robert for helping me with my thesis

and several papers in the past. Kirby and Mike, it was great working with you guys on BioCoRe. Jim and

John, thanks for patiently answering all my questions on a variety offields.

I would also like to thank my sister Pranati, my brother in-law Shyam and my two nieces Keerti and

Kallika, who were both born during the PhD, for all the love and moral support that I needed over the years.

Finally, I would like to thank my parents for all their love and inspiration that was needed to accomplish

this task.

vi



Table of Contents

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii

Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Roadmap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Chapter 2 Quantitative Study of Modern Communication Architectures . . . . . . . . . . . . . 7
2.1 Performance Study of QsNet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1.1 Message Latency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.2 Node Bandwidth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2 Performance Study of Myrinet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.1 Latency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.2 Bandwidth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.3 Performance Study of Infiniband . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.1 Message Latency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.2 Bandwidth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.4 Communication Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

Chapter 3 All-to-All Communication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1 Combining Strategies for Short Messages . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.1.1 2-D Mesh Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.1.2 3-D Mesh . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.1.3 Hypercube . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.1.4 All-to-All Personalized Communication performance . . . . . . . . . . . . . . . . . 34
3.1.5 All-to-All Multicast Quadrics Optimizations . . . . . . . . . . . . . . . . . . . . . 38
3.1.6 All-to-all Multicast Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.2 Comparing predicted and actual performance . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3 Many-to-Many Collective Communication . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.3.1 Uniform Many-to-Many Communication . . . . . . . . . . . . . . . . . . . . . . . 43
3.3.2 Non-Uniform Many-to-Many Communication . . . . . . . . . . . . . . . . . . . . 45

3.4 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

Chapter 4 Collective Communication: Direct Strategies for Large Messages . . . . . . . . . . . 48
4.1 Fat Tree Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2 All-to-All Personalized Communication . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

vii



4.2.1 Prefix-Send Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2.2 Cyclic Send . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.3 All-to-All Multicast . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3.1 Ring Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3.2 Prefix-Send Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3.3 k-Prefix Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.3.4 k-Shift Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.4 Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.5 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

Chapter 5 Charm++ and Processor Virtualization . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.1 Charm++ Basics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.2 Chare Arrays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.3 Delegation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.4 Optimizing Communication with Chare Arrays . . . . . . . . . . . . . . . . . . . . . . . . 65
5.5 Processor Virtualization with Communication Co-processor . . . . . . . . . . . . . . . . . . 65
5.6 Object-to-Object Communication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.7 Streaming Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

5.7.1 Short Array Message Packing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.8 Ring Benchmark . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.9 Mesh Streaming . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.10 All-to-all benchmark . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

Chapter 6 Communication Optimization Framework . . . . . . . . . . . . . . . . . . . . . . . 75
6.1 Communication Optimization Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.2 Supported Operations and Strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

6.2.1 EachToManyStrategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.2.2 Streaming Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.2.3 Section Multicast and Broadcast Strategies . . . . . . . . . . . . . . . . . . . . . . 82

6.3 Accessing the Communication Library . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.4 Adaptive Strategy Switching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.5 Handling Migration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

6.5.1 Strategy Switching with Migration . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

Chapter 7 Application Case Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
7.1 NAMD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
7.2 Scaling NAMD on large number of processors . . . . . . . . . . . . . . . . . . . . . . . . . 91
7.3 CPAIMD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

7.3.1 Communication Optimizations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
7.4 Radix Sort . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

Chapter 8 Supporting Collectives in Network Hardware . . . . . . . . . . . . . . . . . . . . . . 98
8.1 Router Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

8.1.1 Multicast . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
8.1.2 Reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

8.2 Building a collective spanning tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
8.2.1 Fat-tree Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

8.3 Network simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

viii



8.3.1 Multicast Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
8.3.2 Reduction Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

8.4 Synthetic MD benchmark . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

Chapter 9 Summary and future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

Author’s Biography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

ix



List of Tables

2.1 Converse Latency (µs) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Latency (µs) vs No. of receives posted . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Receives Posted vs Cache Misses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4 Converse Latency vs CPU Overhead . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.5 Converse with two way traffic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.6 Elan node bandwidth (MB/s) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.7 Converse Network Bandwidth with two way traffic . . . . . . . . . . . . . . . . . . . . . . 15
2.8 Elan node bandwidth (MB/s) with two-way traffic . . . . . . . . . . . . . . . . . . . . . . . 15
2.9 Message latency vs Number of posted receives for MPI . . . . . . . . . . . . . . . . . . . . 16
2.10 Converse Latency vs CPU Overhead for Myrinet for ping-pong . . . . . . . . . . . . . . . . 17
2.11 Converse Latency vs CPU Overhead for Myrinet with two-way traffic . . . . . . . . . . . . 17
2.12 Converse one-way multi-ping throughput . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.13 Converse multi-ping throughput with two way traffic . . . . . . . . . . . . . . . . . . . . . 18
2.14 Message latency vs Number of posted receives for MPI on Infiniband . . . . . . . . . . . . 19
2.15 Converse Latency vs CPU Overhead for ping-pong with one-way traffic . . . . . . . . . . . 20
2.16 Converse Latency vs CPU Overhead for ping-pong with two-way traffic . . . . . . . . . . . 20
2.17 Converse Multi-ping performance with one-way traffic . . . . . . . . . . . . . . . . . . . . 21
2.18 Converse Multi-ping performance with two-way traffic . . . . . . . . . . . . . . . . . . . . 21

4.1 All-to-all multicast effective bandwidth (MB/s) per node for 256 KB messages . . . . . . . 60

5.1 Time (ms): 3D stencil Computation of size2403 on Lemieux . . . . . . . . . . . . . . . . . 67
5.2 Streaming Performance on two processors with bucket size of 500 . . . . . . . . . . . . . . 69
5.3 Short message packing performance on various architectures with a bucket size of 500 . . . 70
5.4 Ring benchmark performance with a bucket size of 1 on NCSA Tungsten Xeon cluster . . . 71
5.5 Ring benchmark performance with a bucket size of 5 on NCSA Tungsten Xeon cluster . . . 71
5.6 Ring benchmark performance with a bucket size of 50 on NCSA Tungsten Xeon cluster . . . 71
5.7 Ring benchmark performance with a bucket size of 500 on NCSA Tungsten Xeon cluster . . 71
5.8 Mesh-Streaming performance comparison with a short message and a bucket size of 500 on

2 processors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.9 Performance of all-to-all benchmark with a short message on PSC Lemieux . . . . . . . . . 73

6.1 Communication Operations supported in the Framework . . . . . . . . . . . . . . . . . . . 80

7.1 NAMD step time (ms) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
7.2 NAMD with blocking receives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
7.3 Performance of streaming with bucket size on Lemieux . . . . . . . . . . . . . . . . . . . . 96
7.4 Performance of multicast optimizations on Lemieux . . . . . . . . . . . . . . . . . . . . . . 96

x



7.5 Sort Completion Time (sec) on 1024 processors . . . . . . . . . . . . . . . . . . . . . . . . 97

8.1 Simulation Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

xi



List of Figures

2.1 Architecture of a generic NIC with a co-processor . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Multi-ping predicted and actual performance on QsNet . . . . . . . . . . . . . . . . . . . . 23
2.3 Multi-ping predicted and actual performance on Myrinet . . . . . . . . . . . . . . . . . . . 24

3.1 2-D Mesh Virtual Topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 3-D Mesh Topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3 Hypercube Virtual Topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.4 AAPC Completion Time (ms) (512 Pes) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.5 Completion Time (ms) on 1024 processors . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.6 AAPC time for 76 byte message . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.7 CPU Time (ms) on 1024 processors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.8 AAPC Completion Time (ms) (513 Pes) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.9 AAM Performance for short messages on 64 nodes . . . . . . . . . . . . . . . . . . . . . . 39
3.10 AAM Performance for short messages on 256 nodes . . . . . . . . . . . . . . . . . . . . . 40
3.11 Effect of sending data from Elan memory (256 nodes) . . . . . . . . . . . . . . . . . . . . . 40
3.12 Computation overhead vs completion time (256 nodes) . . . . . . . . . . . . . . . . . . . . 41
3.13 Direct strategy performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.14 2D Mesh topology performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.15 Neighbor Send Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.16 MMPC completion time with varying degree on 2048 processors for 76 byte messages . . . 45
3.17 MMPC completion time on 2048 processors with 476 byte messages . . . . . . . . . . . . . 46

4.1 Fat Tree topology of Lemieux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2 Fat Tree topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.3 Effective Bandwidth for cyclic-shift and prefix-send on 64 nodes . . . . . . . . . . . . . . . 52
4.4 Effective Bandwidth for cyclic-shift and prefix-send on 256 nodes . . . . . . . . . . . . . . 53
4.5 K-Shift Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.6 AAM Performance(ms) for large messages on 64 nodes . . . . . . . . . . . . . . . . . . . . 58
4.7 AAM Performance(ms) for large messages on 128 nodes . . . . . . . . . . . . . . . . . . . 59
4.8 CPU Overhead Vs Completion Time (ms) on 64 nodes . . . . . . . . . . . . . . . . . . . . 59
4.9 CPU Overhead Vs Completion Time (ms) on 128 nodes . . . . . . . . . . . . . . . . . . . . 60

5.1 Timeline for the neighbor-exchange pattern . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.2 The Ring benchmark . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.3 2D Mesh virtual topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

6.1 The Communication Optimization Framework . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.2 Class Hierarchy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

xii



6.3 Strategy Switching in All-to-All communication . . . . . . . . . . . . . . . . . . . . . . . . 84
6.4 All-to-all strategy switch performance 16 nodes of the Turing cluster . . . . . . . . . . . . . 85
6.5 Fence Step in the Communication Framework . . . . . . . . . . . . . . . . . . . . . . . . . 87

7.1 PME calculation in NAMD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
7.2 NAMD Cutoff Simulation on 1536 processors . . . . . . . . . . . . . . . . . . . . . . . . . 91
7.3 NAMD With Blocking Receives on 3000 Processors . . . . . . . . . . . . . . . . . . . . . 93
7.4 Parallel Structure of the CPAIMD calculation . . . . . . . . . . . . . . . . . . . . . . . . . 95

8.1 Output Queued Router Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
8.2 Crosspoint Buffering flow control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
8.3 Switch Design with Combine Unit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
8.4 Combine unit architecture in the Output-Queued Router . . . . . . . . . . . . . . . . . . . . 103
8.5 Switch withr combine units . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
8.6 Combine units organized in a tree (r = 5) . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
8.7 Fat-tree with 16 nodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
8.8 Throughput on a 256 node network with 8 port switches and 2 packet buffers . . . . . . . . 108
8.9 Latency on a 256 node network with 8 port switches and 2 packet buffers . . . . . . . . . . 109
8.10 Throughput on a 256 node network with 8 port switches and 4 packet buffers . . . . . . . . 109
8.11 Latency on a 256 node network with 8 port switches and 4 packet buffers . . . . . . . . . . 110
8.12 Throughput on a 256 node network with 32 port switches and 2 packet buffers . . . . . . . . 110
8.13 Latency on a 256 node network with 32 port switches and 2 packet buffers . . . . . . . . . . 111
8.14 Throughput on a 256 node network with 32 port switches and 4 packet buffers . . . . . . . . 111
8.15 Latency on a 256 node network with 32 port switches and 4 packet buffers . . . . . . . . . . 112
8.16 Response time for multicast traffic on an 8X8 switch with an average fanout of 4 . . . . . . 113
8.17 Response time for multicast traffic on a 2X8 switch with an average fanout of 4 . . . . . . . 114
8.18 Multicast response time on a 256 node fat-tree network with an average fanout of 8 . . . . . 114
8.19 Reduction Time on 256 nodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
8.20 Comparison of hardware multicast and pt-to-pt messages for several small simultaneous

multicasts of average fanout 16 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
8.21 Comparison of hardware multicast and pt-to-pt messages for several small simultaneous

multicasts of average fanout 16 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

xiii



Chapter 1

Introduction

Inter-processor communication is a well known hindrance to scaling parallel programs on large machines.

With machines getting larger (e.g. Pittsburgh’s Lemieux [42] has 3,000 processors and the IBM BlueGene-L

would have 128K processors), the management of communication overheads is critical for the applications

to achieve good performance on a large number of processors. Fortunately, many modern parallel computers

have smart network interfaces with co-processors. This co-processor can potentially minimize main proces-

sor participation in communication operations, which would allow the main processor to compute while

the messages are in transit. Examples of interconnects with co-processors are Quadrics QsNet [51, 52] and

Infiniband [1].

In the presence of a co-processor, communication overhead can be effectively optimized through overlap

of communication latency with computation.Processor-virtualizationis an elegant mechanism to achieve

such overlap [32]. Here the computation is divided into severalvirtual processors(objects or user-level-

threads) with more than one virtual processor on each processor. Processor-virtualization leads to message-

driven execution: since there are multiple objects (VPs) on a processor, there must be a scheduler that

decides which one of them executes next. It schedules a VP, when there are messages available for that

VP (thus the scheduling is driven by messages). After one virtual processor (VP) has finished computation

and sent its messages, another VP can compute while the first one is waiting for responses to its messages,

thus overlapping communication latency with computation. Simulation studies have shown thatmessage-

driven executioncan exploit communication co-processors much more effectively than traditional MPI-style

message-passing [21].

In this research, we explore the thesis that runtime optimization strategies can significantly improve per-

formance of parallel applications. These include strategies for taking advantage of specific features and op-
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portunities presented by individual communication architecture, schemes for efficient collective operations,

and capability for automatically learning the communication patterns in an application and accordingly ap-

plying the appropriate optimizations to them.

With processor virtualization, these runtime schemes could optimize both object-level and processor-

level communication. In this thesis, we explore both these levels of communication optimization. At the

processor level, we examined and developed schemes for optimizing point-to-point communication and

collective communication.

We optimizepoint-to-pointcommunication by first evaluating the performance of the various commu-

nication interconnects available. The Charm runtime is then specialized and fine-tuned to use the strengths

of each interconnect, and avoid its bottlenecks. The networks analyzed in this thesis include Quadrics Qs-

Net, Mellanox Infiniband and Myricom Myrinet (Chapter 2). We analyze these networks through multiple

communication benchmarks that measure the latency, bandwidth and CPU involvement of interprocessor

communication. We also study the mechanisms of message passing supported on the different intercon-

nects. For example, some networks support one-sided communication, while others only support MPI-style

message passing.

Collective communicationon large machines is a serious performance bottleneck. This thesis presents

strategies to optimize all-to-all collective communication to enable applications to scale to large machines.

Different techniques are needed to optimize all-to-all communication for small and large messages. For

small messages (Section 3.1), completion time is dominated by the NIC and the CPU software overheads

of sending the messages. This overhead can be reduced through techniques based on message combining.

For large messages (Chapter 4), the cost is dominated by network contention, which can be minimized by

smart sequencing of messages based on the understanding of the underlying network topology. Some of

these techniques are also extended tomany-to-manycommunication (Chapter 3.3), where many (but not all)

processors exchange messages with many other processors.

On thousands of processors, all-to-all operations can take milliseconds to finish even with short mes-

sages. However, we show that theCPU overheadof these operations is typically a small fraction of the

completion time. We therefore present anasynchronous collectiveinterface in Charm++ and Adaptive

MPI [23], where the idle time during a collective operation can be overlapped with computation (Chap-

ter 6). We also demonstrate the performance gains of this asynchronous collective interface using asorting
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benchmark (Chapter 7).

The best strategy for all-to-all and many-to-many communication (Chapters 3 and 4) depends on the

number of processors, message size, the underlying topology and whether CPU overhead or completion

time of the collective operation is critical to the application. Since many scientific applications are itera-

tive and theprinciple of persistenceapplies, the optimal collective communication strategy can be learned.

Hence we believe that the runtime system should be able to adaptively learn the communication patterns

in applications and apply the best strategy for that pattern. We present such dynamic strategy switching

schemes in Chapter 6.

Processor virtualization in Charm++ enables object-level optimizations. In this thesis, we present the

streaming optimizationschemes that optimize the scenario where objects exchange several short messages

(Chapter 5.6). These schemes are necessary to improve the performance of fine-grained applications such

as parallel discrete event simulation (PDES). We also demonstrate better scaling to a larger number of

processors with the streaming optimizations (Chapter 7).

The communication optimization schemes presented in this thesis have been coded asstrategiesin the

Communication Optimization Framework (Chapter 6), which is now a core part of the Charm++ runtime.

This framework has been designed to be a general communication optimization library, where a variety of

processor-level and object-level strategies can be developed and deployed in a plug and play manner. The

framework also enables easy addition and extension of communication optimization strategies. The strate-

gies optimize object communication in the context of dynamically migrating objects. The framework also

has built-inadaptive learningandstrategy-switchingcapabilities. The communication patterns in applica-

tions can be learned by recording the sizes of messages and the destination objects for the messages from

every object. This recorded information could then be used to choose the best strategy from a number of

eligible strategies.

The performance gains of various communication optimizations strategies are shown through syn-

thetic benchmarks and applications. Some of the applications studied in this thesis are NAMD [31] and

CPAIMD [70]. NAMD is a classical molecular dynamics application used by thousands of computational

biologists, while CPAIMD is a quantum chemistry application (Chapter 7). Such molecular dynamics ap-

plications consume a considerable share of the compute-time available on several supercomputer centers.

Optimizing them would be of great value to the scientific community. These applications are communication
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intensive on large processor configurations. Both NAMD and CPAIMD use the communication framework

to optimize their communication operations. For example, both NAMD and CPAIMD compute 3D-FFTs

which have all-to-all communication. CPAIMD also has all-to-all multicasts and several simultaneous re-

ductions. In this thesis, we present performance improvements in NAMD and CPAIMD through various

strategies in the communication framework.

The collective communication optimization strategies we present in this thesis require processing in

the CPU. Eventhough asynchronous collectives minimize the CPU involvement, they do not completely

eliminate it. If one of the intermediate processors is busy with computation the collective operation will

be delayed. This motivates the need for hardware collectives, where the CPU only initiates the collective

operation and is notified on completion. Thus, the collective operation is completely performed on the

interconnect.

In Chapter 8, we explore a next generation network that efficiently implements collectives like multicasts

and reductions in the switches of the interconnect. Most current interconnects use input-queued switches

because they require relatively low buffer space and internal speedup in the switch. However, our proposed

network uses output-queued switches, as input-queued switches have bad performance with the multicast

operation [43, 56]. We show the performance gains of an output-queued network for hardware multicasts and

reductions with synthetic benchmarks. We simulate this network using theBigNetSimnetwork simulator.

The network is also studied in a fat-tree configuration, which is currently the most popular network topology.

The communication optimizations presented in this thesis are demonstrated to have good performance

on modern parallel machines like PSC Lemieux [42], NCSA Tungsten [68] and Turing [69]. However, these

optimizations may have to be tuned to be effective on a very large machine like the IBM Bluegene/L with

128K processors. Other future directions include the development of strategy switches for other communi-

cation operations like streaming, broadcasts and reductions. It is also quite hard to accurately predict the

performance of strategies analytically because network contention is hard to model and there are several

sources of non-determinism in the system. Some of these are operating system daemons and background

traffic from other jobs in the batch system. A detailed network simulation would have to be tied into the

adaptive strategy-switch framework to be able to accurately predict the finish times of the various commu-

nication optimizations (Chapter 9).
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1.1 Contributions

This thesis makes the following contributions :

• Establishing the importance of CPU overhead for collective communication:Our experiments show

that collective communication operations can take several milliseconds to finish, while only a small

fraction of that time involves CPU computation. Hence the remainder can be overlapped with com-

putation. To make this overlap effective, the collective communication operation should consume

the fewest CPU cycles. Hence collective operations should also be evaluated based on their CPU

overheads, in addition to their completion times.

• Strategies for all-to-all communication:this thesis presents novel strategies for all-to-all communica-

tion. These strategies do not require the number of processors to be perfect squares or powers of two.

The strategies are also analyzed with cost equations.

• High performance machine layer on Quadrics QsNet. We have developed a high performance ma-

chine layer on Quadrics Elan for the Charm runtime system, illustrating how the runtime system can

take advantage of the specific strengths of the particular communication subsystem.

• Scaling NAMD: On 3000 processors of PSC Lemieux it achieved 1TF of peak performance and

shared the Gordon Bell award at Supercomputing 2002. This involved development of techniques to

optimize communication performance and overcome operating system overheads.

• Adaptive strategy switching :the communication optimization framework in the Charm RTS can

dynamically switch the application to use the optimal strategy for its communication operations.

• Exploration of hardware collectives:We show the advantages of hardware collectives through syn-

thetic benchmark simulations that emulate the NAMD multicast communication pattern. To support

efficient hardware multicasts, we use an output-queued switch architecture.

1.2 Roadmap

The next chapter presents the design and performance study of cluster interconnects like QsNet, Myrinet

and Infiniband. This analysis is required to optimize the Charm++ runtime on those interconnects and to
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model their performance with cost equations. Chapters 3 and 4 present all-to-all communication optimiza-

tion strategies, and analyze their performance with cost equations. In Chapter 5, we explore processor

virtualization. We also present thestreamingoptimization for object-to-object communication. Chapter 6

presents the communication optimization framework with processor-level and object-level optimizations.

Performance enhancements of applications with the communication framework are presented in Chapter 7.

Chapter 8 presents our research on collective communication acceleration in network hardware. Summary

and future directions are presented in Chapter 9.
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Chapter 2

Quantitative Study of Modern
Communication Architectures

Many modern communication architectures have a co-processor in the network interface. Examples of

such interconnects are Quadrics QsNet [52], Mellanox Infiniband [1] and Myricom Myrinet [48]. These

co-processors can perform remote DMA operations, that minimizes CPU participation in message passing.

Network interfaces behave like standard I/O devices and communicate with the main CPU through the

I/O bus. These devices also perform memory management to map application virtual memory to physical

memory, as send and receive request have application virtual memory in them.

In this chapter, we present a study of such cluster interconnects, especially in the context of processor

virtualization. The study presents latency and bandwidth and CPU overhead with several micro benchmarks.

We also analyze the reasons for the performance bottlenecks in QsNet, Myrinet and Infiniband. This analysis

has been used in the design of the Charm runtime system, which tries to avoid the bottlenecks presented in

this Chapter.

The performance study is also used to design models that predict the performance of the above men-

tioned interconnects. In Chapters 3 and 4, we extensively use the model presented in this chapter to predict

the performance of all-to-all communication optimization schemes.

Before we present the performance study, we briefly describe the architecture of a generic cluster net-

work interface. (The description will help the reader understand the different terms and metrics in the

performance study.) The key components of a network interface are shown in Figure 2.1. Such network in-

terfaces have a network interface controller, which is a processor capable of running programmable threads

to manage message passing. They also have a DMA engine to access data from main memory and send it
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Figure 2.1: Architecture of a generic NIC with a co-processor

on the network, and access memory on remote nodes.

The memory management unit in the network adapter translates application virtual memory to physical

memory. The memory management unit may also have a translation-lookaside-buffer (TLB) in hardware or

software to optimize this translation, along with memory protection support for multi-tasking environments.

To send a message, the CPU issues a send transaction to the NIC through an I/O write operation. This

send request will have a pointer to the application virtual memory and the rank of the destination processor.

The send operation could be one of the following two types, (i) tagged MPI-style message passing, (ii)

one-sided remote DMA operation.

Tagged messages do not have a destination memory address for the message, but just have a tag which

is dynamically matched on the destination node. In some interconnects matching of tags is performed by

the NIC, while on others it is done by the CPU. While NIC enabled tag matching could have a lower CPU

overhead, it places an additional burden on the relatively slower NIC. As tag matching can be a complex

operation, it directly affects the performance of the application. So in this chapter, we compare and both

these types of network interfaces.

Many interconnects also support one-sided communication, which is more light-weight than tagged mes-

sage passing. In a one-sided communication operation, the destination memory address for the message is
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passed by the application during the send. This results in the send operation consuming minimum resources

at the source and destination network interfaces. Though harder to program, one-sided communication is

the efficient way of message passing on most modern networks.

After a sendhas been issued by the CPU, the MMU in the network interface translates the application

virtual memory to physical pages. This has to be done for both tagged sends and one-sided communica-

tion. The NIC then issues DMA-writes to transfer these pages to the network. Contiguous pages in virtual

memory may not translate to contiguous pages in physical memory, and therefore each message send may

involve accessing different locations scattered in memory. Networks with built-in hardware support for

scatter-gather can send all pages of a message in one transaction, while other networks however would have

to issue several transactions to send each message.

Some network interfaces also require that the source and destination buffers be pinned and non-swappable,

as they cannot handle page faults. Page faults which will stall the communication operation till the page is

loaded from secondary storage. As this would require sophisticated logic in the NIC ASIC, it is avoided

by many network interfaces. Only Quadrics QsNet supports page faults and does not require users to pin

application memory before sending it.

To send the packets on the network the NIC may also have to compute a route to the destination. This

happens in source routed networks where the NIC must find a complete route to the destination and encode

it in the packet header. The routes are normally loaded into the network interface during initialization.

The NIC on destination routed networks just encodes the destination address on the packet, leaving the

underlying switching hardware to find the route dynamically.

At the receiver, the NIC first matches the tag of the incoming message with all the receives posted

by the application, and then issues a DMA operation to move the message data to main memory. Even

here the destination address would have to be translated from virtual to physical memory. If no posted

receive matches the incoming tag, the NIC will have to allocate memory for the message and DMA it to the

temporary buffer. This usually results in an expensive operation. For one-sided transactions, tag-matching

is not necessary and data can directly be moved to the destination address.

On networks where tag matching is not performed by the NIC, the packets are usually just dumped into

main-memory. The tag-matching would be performed later by the CPU, resulting in a copy to application

buffers by the NIC. After the message has been successfully sent, the application is informed through an
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interrupt or a memory flag.

The communication co-processor hence minimizes main processor involvement in message passing. The

CPU is freed from the burden of packetizing the messages, implementing flow-control, discovering routes

and recovering from errors. This lets the CPU work on the application and poll the network once in a while.

We believe that processor virtualization is an excellent mechanism to exploit co-processor technology. We

demonstrate the advantages of the communication co-processor for processor virtualization in Section 5.5.

The remainder of this Chapter presents performance studies of the popular interconnects, QsNet, Myrinet

and Infiniband with several micro benchmarks. We present the latency and bandwidth of the above men-

tioned architectures. We begin with an evaluation of Quadrics QsNet.

2.1 Performance Study of QsNet

QsNet [51, 52] is a high-bandwidth low-latency clustering technology from Quadrics [57] that has been

widely deployed. Several of the top 500 machine, like PSC’s Lemieux [42] and ASCI-Q, are built upon

Quadrics QsNet. The main advantage of QsNet is its programmable network interface calledElan. The

Elan network interface has a communication co-processor and a remote DMA engine, similar to the generic

network interface (Figure 2.1) presented in the previous section.

The Elan ASIC processor is fully functional and can freely access application memory. However, it

is a 32 bit RISC processor and can only access 3GB of application virtual memory. Quadrics provides

memory allocators which the applications should link with. Virtual to physical mapping is done completely

in hardware, leading to a low overhead for message passing. The Elan co-processor can also throw interrupts

to make the OS load pages from secondary storage into main memory, so it does not require the application

to pin memory for message passing. This makes message passing truly a zero copy transaction.

We now present a performance evaluation of message latency and bandwidth on Quadrics QsNet. These

experiments were performed on Lemieux using the Converse runtime system [36], which has been built

upon the Elan TPort message passing library. Converse [28] is a light-weight message passing runtime,

which used by the Charm++ system for message passing.
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2.1.1 Message Latency

The published message latency for a zero byte message on Elan is4.5µs [51, 52]. But we found that this

was not the case when we ran Converse experiments on Lemieux. Converse is a light-weight runtime which

provides low-level messaging primitives to the Charm runtime system. Converse executes a message sched-

uler that calls handlers on message arrival. These handlers execute user level code which may take several

milliseconds to finish. Control is returned to the scheduler only after the handler has finished executing.

To improve performance, the Converse runtime posts several receives to match tags of incoming mes-

sages while a handler is executing. This is necessary as the the Elan NIC’s performance is below par when

arriving messages do not have receive buffers posted for them. The Elan NIC performs TAG matching for

all messages. Arriving message that do not have receives posted for them are called unexpected messages.

For such messages, the NIC allocates memory in a local buffer before receiving them. Later when the user

posts a receive, there will be some additional copying overhead. This is shown by Table 2.1.

Message Size(b) Converse Converse Unexpected Messages
1024 17.3 22.8
4096 29.5 46.9
16384 72.1 144.9

Table 2.1: Converse Latency (µs)

However, we found that posting too many receives also affected the performance of the network inter-

face. The Elan NIC stores posted receives in a linked list and traversing such a list can be slow in a 100

Mhz ASIC. To evaluate the effect of posted receives on message latency, we ran the ping-pong benchmark

(both in MPI and Converse) with a varying number of posted receives. For MPI, these additional receives

were posted with a tag that was different from the one used for ping-pong, which forced the NIC to traverse

a long list before matching each message. The results are shown in Table 2.2. The best one-way message

latency for Converse is6.02µs, a little more than4.69µs for MPI. This additional overhead is due to timer

and scheduling overheads in the Converse runtime system.

We found that as the number of receives posted increased from 1 to 33 (Table 2.2), the 16 byte message

latency increased from6µs to 18.5µs for Converse and from4.69µs to 17.8µs for MPI. We believe that

this increase is because the Elan network interface has a shared data and instruction cache. So looping over

a large receive list on message arrival flushed the NIC’s I-cache (Table 2.3), thus degrading performance.
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Message Size(b) #Receives PostedConverse MPI
16 1 6.02 4.69
16 5 7.27 5.66
16 9 8.34 6.93
16 17 10.9 10.9
16 33 18.5 17.8
64 1 7.27 5.96
64 5 8.28 7.23
64 9 9.48 8.20
64 17 12.0 12.3
64 33 19.7 19
256 1 9.89 8.89
256 5 11.1 10.0
256 9 12.2 11.2
256 17 15.3 15.4
256 33 22.9 22.7

Table 2.2: Latency (µs) vs No. of receives posted

Hence, there is a tradeoff between posting more receives and running the risk of unexpected message han-

dling in the NIC. The optimal number of receives posted is specific to each application, and the Converse

runtime system is tunable in this respect.

#Receives Posted#Cache Misses
1 86017
5 92475
9 103037
13 174060
17 1008003
33 6539278

Table 2.3: Receives Posted vs Cache Misses

So far we have shown the message latency using oneprocessor per node. But, the nodes on Lemieux

have fourprocessors per node(PPN) and applications usually use all of them. To compute the latency

when all 4 processors are being used, we ran ping-pong with each processor exchanging messages with the

corresponding processor in the remote node. Table 2.4 shows the message latency for PPN=1 and PPN=4

with 9 receives posted by each processor. The latency reported in Table 2.4 is slightly more than that reported

in Table 2.2. This is because of the additional timer overhead of computing the CPU overhead and idle time

in the ping-pong benchmark. Observe that the message latency is much higher when PPN=4,17µs for a 16
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Message Size Latency(µs) CPU Overhead(µs)
PPN = 1 PPN = 4 PPN = 1 PPN = 4

16 9.49 17.04 5.59 5.3
64 10.5 19.36 5.29 5.36
256 13.4 24.5 6.47 6.05
1024 18.4 42.81 6.04 6.26
4096 29.7 83.2 6.69 6.52

Table 2.4: Converse Latency vs CPU Overhead

Message Size Latency(µs) CPU Overhead(µs)
PPN = 1 PPN = 4 PPN = 1 PPN = 4

16 12.4 27.17 11.5 9.9
64 12.9 31.81 11.99 10.35
256 15.13 41.37 13.13 12.46
1024 26.24 77.47 12.6 12.08
4096 51.23 154.1 13.47 12.94

Table 2.5: Converse with two way traffic

byte message compared with9.5µs for PPN=1. The latency is further increased possibly because there are

36 receives (9 by each processor) posted on the NIC.

For message driven execution, CPU overhead is a more critical parameter, as the remaining time can be

overlapped with other computation. Table 2.4 also presents the CPU overhead of the ping-pong benchmark

for both PPN=1 and PPN=4. This CPU overhead (e.g.5.6µs for 16 bytes and PPN=1) includes send, receive

and the converse RTS overheads. The CPU overhead is similar for both PPN=1 and PPN=4 and does not

change much with the message size, perfect for message driven execution. CPU overhead is obtained by

subtracting the idle time from the round trip time and then dividing the remainder by two. Observe from

Table 2.4, that for PPN=1 the CPU overhead for a 256 byte message is more than the overhead for a 1024

byte message. This is because messages smaller than 288 bytes are first copied by the elan library into the

network interface and then sent from there, thus incurring a higher CPU overhead.

As parallel applications tend to have bi-directional traffic, we computed the CPU overheads and latencies

with bi-directional traffic and the results are presented in Table 2.5. Observe that with bi-directional traffic, 4

processors per node and many receives posted, the latency for short messages is 27µs, which is a significant

message latency. We recommend that applications that send several short messages should use message

combining to improve performance, as presented in Chapter 3.1.
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Main-Main Elan-Elan Elan-Main
One Way Traffic 290 319 305
Two Way Traffic 128 319 305

Table 2.6: Elan node bandwidth (MB/s)

2.1.2 Node Bandwidth

The QsNet network can support a full duplex bandwidth of 319 MB/s. This bandwidth is achievable only

if messages are sent from Elan memory, as PCI I/O restricts the main memory bandwidth to about 290

MB/s. Further when processors are simultaneously sending and receiving, this bi-directional traffic restricts

the throughput to about 128 MB/s each-way. Heavy contention for DMA and PCI by messages in both

directions is responsible for this loss of network throughput.

Table 2.6 shows the achievable network bandwidth for different placements of the sources and destina-

tions of messages. For example, Main-Main represents both source and destination of the message are in

Main memory, while Elan-Main indicates that the source data is in Elan memory and destination address is

in Main memory. Observe that sending messages from Elan memory is faster. For applications to achieve

this higher throughput, first the message has to be DMAed into Elan memory at a bandwidth of about

305MB/s, and then sent from there. But, this memory copy overhead can nullify the advantage of sending

the message from Elan memory. However, multicast operations can be optimized by copying the message

once into Elan memory, and then sending it to multiple main memory destinations (Chapters 3 and 4).

Multi-ping performance:To measure the maximum bandwidth available for each message size we ran

the multi-ping benchmark. In this benchmark, node-0 sends 128 messages of a fixed size to node-1, and

node-1 only sends a single response back. Simultaneously, node-1 sends 128 messages to node-0 and after

receiving all of them node-0 sends one response back. The multi-ping benchmark shows the degree of

pipelining in the network interface. It reflects the gap (g) in the LogP model [12, 47, 3]. A highly pipelined

NIC would achieve full throughput for very short messages, as it could pipeline the startup of the next

message while current message is in flight. Table 2.7 shows the performance of the multi-ping benchmark,

where the throughput gets close to the for 4KB messages. As mentioned before, PCI contention restricts

bandwidth to about 128MB/s, though achievable bandwidth shown at 256KB is 124MB/s.

Bandwidth to distant nodes: We also observed that the network bandwidth drops when sending to far

away nodes, with the ping-pong benchmark. A similar drop in throughput on the ASCI-Q machine (inter-
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Message Size Time per Message (µs) Bandwidth (MB/s)
16 9.8 1.6
64 11.6 5.5
256 13.6 18.8
1024 21.4 47.9
4096 44.4 92.3
16K 139 118
64K 532 123
256K 2109 124

Table 2.7: Converse Network Bandwidth with two way traffic

#Nodes Elan-Main
4 300
16 292
64 267
256 233

Table 2.8: Elan node bandwidth (MB/s) with two-way traffic

connected by QsNet) has been reported in [18]. Table 2.8 shows the network bandwidth as a function of

the size of the fat tree. The bandwidth is the lowest when messages go to the highest level of switches. For

example on a fat-tree of size 64, node 0 sends a message to node 32, or node 12 sends a message to node

61, etc.

We believe this drop in network throughput is due to the small packet size (320 bytes) used by the QsNet

network protocol, which only allows one packet to be in flight from a given source. On receiving the header

of the packet, the receiver optimistically sends an acknowledgment and the next packet is only sent when

the acknowledgment arrives at the sender. However, if the acknowledgment is delayed there will a stall in

the network channel leading to a drop in throughput [36, 18]. When the sender and receiver are far away in

the network this delay is quite likely, which seems to explain the throughput drop in Table 2.8.

2.2 Performance Study of Myrinet

Myrinet [48, 17] is a simpler network, as its ASIC controller cannot access application memory directly [17].

Address translation is done by the NIC through a software TLB, and so each TLB miss results in an operating

system interrupt. The interrupt handler translates the page, updates the Myrinet TLB and ensures memory
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protection in a multi-tasking environment.

When a send is issued, the message is sent page by page. Each is page is copied into a local buffer

and sent from there. The copying and sending is pipelined at the page level to achieve a good bandwidth.

Myrinet also requires that the send and receive buffers of a message be pinned in un-swappable memory.

So, applications should either send all messages from pinned memory, or pin a small partition and send by

copy data into the pinned partition. The Charm runtime (developed in collaboration with Gengbin Zheng)

is built using the latter scheme. This adds to the CPU overhead of message passing as messages have to be

copied in and out of pinned memory. We now present a performance analysis of Myrinet.

2.2.1 Latency

In Myrinet, message TAG matching is done in the main CPU. Hence, posting more receives does have an

impact not application performance, though the CPU overhead is marginally increased. the message latency

for a short message with varying number of posted receives is shown in Table 2.9.

Message Size(b) #Receives PostedMPI Latency (µs)
16 1 6.5
16 5 6.5
16 9 6.5
16 17 6.5
16 33 7.0
16 65 7.0

Table 2.9: Message latency vs Number of posted receives for MPI

The message latency with increasing message size is shown by Table 2.10. These results were obtained

from the ping-pong benchmark on two nodes of the Tungsten cluster [68]. Observe that the CPU overhead

here increases with message size. This is because, the runtime has to copy the message into a pinned buffer

before sending the message. On the receiving side, each message has to be copied into an application buffer

from a pinned buffer. Hence there are two memory copies for each message send operation.

The message latency and CPU overhead for two-way traffic is shown in Table 2.11. Observe that the

CPU overhead nearly doubles, as the processor spends time copying for both send and receive operations.
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Message Size Latency(µs) CPU Overhead(µs)
16 8.7 0.7
64 8.5 0.7
256 11.3 0.7
1024 16.5 0.9
4096 33.3 1.2
16K 93.4 3.0
64K 308 12.0
256K 1149 112

Table 2.10: Converse Latency vs CPU Overhead for Myrinet for ping-pong

Message Size Latency(µs) CPU Overhead(µs)
16 9.9 1.2
64 10.2 1.2
256 14.0 1.4
1024 18.8 1.6
4096 40.4 3.0
16K 103 6.1
64K 316 24.8
256K 1146 283

Table 2.11: Converse Latency vs CPU Overhead for Myrinet with two-way traffic

2.2.2 Bandwidth

Myrinet 2000 has a network bandwidth of 2 Gbps (250 MB/s) each-way and the Charm runtime is able

to achieve this peak bandwidth. We measured network bandwidth using the multi-ping benchmark. As

mentioned before, this benchmark measures the degree of pipelining in the network. The bandwidth at each

message size reflects the maximum bandwidth achievable at that message size.

Table 2.12 shows the network bandwidth achieved for the converse runtime. Observe that the time per

message initially stays close to the 6µs, and then grows with with message size at network throughput. The

Myrinet NIC sends messages in page by page [17]. For messages smaller than a page, the NIC first translates

the application virtual address and then schedules the DMA to copy the message from application memory

to NIC memory. The message is then sent from NIC memory, page-by-page. When several messages are

sent, this copying from main memory to NIC memory is pipelined with packet transmission on the network.

So, for short messages the dominant stage in the pipeline is NIC startup and the copy from main-memory

to NIC memory. This makes the message latency depend on the I/O bandwidth (1064MB/s vs network
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Message Size Time per Message (µs) Bandwidth (MB/s)
16 5.7 2.8
64 5.7 11.2
256 6.0 42.7
1024 6.7 153
4096 17.2 238
16K 66.7 246
64K 263 249
256K 1053 249

Table 2.12: Converse one-way multi-ping throughput

Message Size Time per Message (µs) Bandwidth (MB/s)
16 9.4 1.7
64 9.2 7.0
256 9.7 26
1024 11.4 90
4096 25.4 161
16K 71.8 228
64K 269 244
256K 1063 247

Table 2.13: Converse multi-ping throughput with two way traffic

bandwidth of 250MB/s), which is probably why the message latency grow slowly. For large messages, the

network becomes the dominant stage in the pipeline and determines the message latency.

Table 2.13 shows the performance of the multi-ping benchmark with two way traffic, where both pro-

cessors send a stream of messages to each other simultaneously. Observe that the two-way times are within

10 µs of the one-way times, suggesting a constant additional overhead in the NIC. From Table 2.13, we

can also infer the absence of PCI contention as maximum achieved throughput is similar for both one-way

and two-way communication. In fact, nodes on tungsten support PCIX-133 which has a peak bandwidth of

about 1064MB/s. Hence PCI is not a bottleneck here, as it was on Lemieux.

We have also observed that unlike Elan, Myrinet bandwidth does not change with the size of the network.

However, Myrinet uses a CLOS network which is less dense than a fat-tree network, resulting in more

contention for all-to-all traffic [66].
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2.3 Performance Study of Infiniband

Infiniband [1] is a standard for high performance computing networks. The standard presents a wide vari-

ety of guidelines and protocols for vendors to produce network interfaces and switches, allowing different

vendors to produce network interfaces and switches. The standard also has support for efficient hardware

multicasts in the switching network. The popular vendor for Infiniband is Mellanox Technologies [45]. In

this section, we use Infiniband to represent Mellanox Infiniband.

The Infiniband network interface architecture is also similar to the generic network interface we pre-

sented in Figure 2.1. It has a network interface controller (NIC) and DMA engines to move data between

the channels and system memory. The Infiniband NIC can freely access application virtual memory, but

cannot handle page faults. So the application memory should be pinned and un-swappable. Both message

passing and one-sided communication through remote-DMA are supported in Infiniband. The Charm run-

time (developed by Greg Koenig) is implemented on top of the Virtual Machine Interface (VMI) [49]. All

results presented in this section are based on this runtime.

2.3.1 Message Latency

In Infiniband, message tag matching is performed by the CPU. Hence, posting several receives does not

affect the performance of the network interface. This is demonstrated by Table 2.14.

Message Size(b) #Receives PostedMPI Latency (µs)
16 1 5.0
16 5 5.0
16 9 5.0
16 17 5.0
16 33 5.0
16 65 5.0

Table 2.14: Message latency vs Number of posted receives for MPI on Infiniband

As Infiniband requires that the application virtual memory is pinned and un-swappable, the Charm VMI

runtime maintains a pool of pinned buffers which can be reused by the application. This is unlike the Charm

runtime on Myrinet, which managed pinning through copying. The Infiniband network supports a high full

duplex bandwidth of 10Gbps, which is close to the memory bandwidth on many systems, we avoid copying

to get better throughput.
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Message Size Latency(µs) CPU Overhead(µs)
16 10.3 0.6
64 11.2 0.5
256 11.6 0.6
1024 14.6 0.6
4096 20.8 0.6
16K 42.7 0.8
64K 131 0.9

Table 2.15: Converse Latency vs CPU Overhead for ping-pong with one-way traffic

Message Size Latency(µs) CPU Overhead(µs)
16 10.3 0.5
64 11.2 0.5
256 11.6 0.5
1024 14.9 0.6
4096 21.4 0.7
16K 43.3 0.9
64K 135 1.0

Table 2.16: Converse Latency vs CPU Overhead for ping-pong with two-way traffic

The latency and CPU overhead for ping-pong with one-way traffic is shown in Table 2.15, and it clearly

shows a low CPU overhead. The message latency here is a little higher than the MPI latency (10µs vs 5µs

for MPI) due to overheads in the Converse and VMI runtimes. The message latency and CPU overhead with

two-way traffic is presented in Table 2.16.

2.3.2 Bandwidth

The published bandwidth for Infiniband 4X is 10Gbps or 1.25GB/s. To evaluate the bandwidth on Infini-

band, we ran the multi-ping benchmark on the architecture Opteron cluster, and the results are shown by

Table 2.17. The maximum achievable bandwidth is about 650MB/s, possibly due to the contention in the

PCI chip-set on the Opteron nodes.

The multi-ping performance with two-way traffic is shown in Table 2.18. The throughput saturates at

about 317MB/s for 64KB messages, and then drops for larger messages. The lower throughput at 64KB

is probably because of PCI contention from traffic in both directions. The drop in throughput after 64KB

messages could be because the memory allocator ran out of pinned memory and the pinning/un-pinning

overheads are also reflected here. Development of sophisticated memory allocators for Infiniband is left as

20



Message Size Latency(µs) Bandwidth (MB/s)
16 4.0 4.0
64 4.0 16.0
256 4.1 62.4
1024 5.3 193
4096 9.8 418
16K 27.5 596
64K 101 649
256K 401 654

Table 2.17: Converse Multi-ping performance with one-way traffic

Message Size Latency(µs) Bandwidth (MB/s)
16 4.8 3.3
64 5.1 12.5
256 6.9 37.1
1024 9.7 106
4096 19.0 216
16K 52.4 313
64K 207 317
256K 961 273

Table 2.18: Converse Multi-ping performance with two-way traffic

future work for this thesis.

2.4 Communication Model

From, the last three sections we can infer that the communication performance depends on several parame-

ters like, CPU startup overhead, network interface overheads, channel throughput and I/O throughput. Some

of these overheads also depend on the hardware and software protocols used. There are also several sources

of non-determinism which could make these overheads non-linear. For example, in QsNet, when several

receives are posted the message latency increases due to cache misses.

However, under normal circumstances when the response of the network interface is linear, it is still

possible to model the performance of the interconnect. In this section, we first present a simple model for a

network interface with a linear response and then propose extensions to it. We also plot the predicted times

with the actual times and show that the predictions are quite accurate.

For a network with a linear response, the time to send a point-to-point message, denoted byTptp, is
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given by.

Tptp = α + mβ + C + L (2.1)

• α is the total processor and network startup overhead for sending each message.

• β is the per byte network transfer time. The byte here is being sent out from main memory.

• C is the network contention delay experienced by the message.

• L is the network latency. As L is small on tightly coupled parallel machines, we will ignore it in our

cost equations

• m is the size of the message.

Improving Model Accuracy: The above model is quite simple to predict message latency on modern

network interfaces. We have observed that the interconnects use several protocols to communicate messages.

Some of these are hardware optimizations are software protocols which depend on the message size. For

example, in QsNet messages smaller than 288 bytes are sent inline with the rendezvous. For larger messages,

first a rendezvous is sent and after the rendezvous has been acknowledged the message is DMAed to the

destination, resulting in a higherα overhead. We believe it is possible to accurately model the performance

of a NIC with several pairs ofα, β values depending on the message size.

Measuring model parameters:the ping-pong benchmark is a natural choice be to compute theα and

β values. However, often in applications, several messages are sent in a burst. A classic example of this

bursty traffic is all-to-all communication. Moreover, the model presented in this section will mainly be used

to predict the performance of all-to-all communication strategies in Chapters 3 and 4. With bursty all-to-all

traffic, software startup overheads in the network interface could be pipelined with packets on the wire, thus

reducing these overheads.

Therefore, we use the multi-ping benchmark to estimateα andβ values of the network. In the multi-

ping benchmark, processors send bursts of messages to each other and the pipelined latency and throughput

is computed.

Modeling QsNet. We can model QsNet with just two curves! The two curves along with the performance

of multi-ping benchmark are shown in Figure 2.2. For short messages smaller than 288 bytes (Prediction
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Figure 2.2: Multi-ping predicted and actual performance on QsNet

A), the message is sent along with the rendezvous, resulting in a smallerα overhead of11µs. As short

messages are copied into NIC memory and sent from there, the throughput is determined by PCI bandwidth

(125MB/s orβ = 8ns/byte).

For messages larger than 288 bytes (Prediction-B), first a rendezvous is sent and when it is acknowledged

the data is DMAed out, resulting in a higherα overhead of16µs. Fortunately these messages also have a

higher throughput of about 200 MB/s (β = 5ns/byte). This could be because of the absence of PCI

contention when the sender message is waiting for the acknowledgment to the rendezvous.

However, when messages larger than 2KB, the behavior of the system is back to Prediction-A. This is

probably because the rendezvous of a queued message is acknowledged while it still in the queue. Figure 2.2

clearly demonstrates this.

Predicting Myrinet Performance:The multi-ping performance of Myrinet can also be predicted using

two curves (Prediction-AandPrediction Bshown in Figure 2.3). Prediction-A corresponds to(α, β) values

of (9.2µs, 2.6ns/byte), while (α, β) for Prediction-B are(5.7µs, 4ns/byte). The actual predicted perfor-

mance is the maximum of the two. The slope of the Prediction-A is close to PCI-X bandwidth, while the

slope of the Prediction-B is close to the network bandwidth. With short messages in both directions the
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Figure 2.3: Multi-ping predicted and actual performance on Myrinet

network interface appears to have a higherα overhead (Prediction-A). But with large messages, the startup

overheads can probably be overlapped with the incoming message, resulting in a lower alpha overhead for

Prediction-B.

Figures 2.2 and 2.3 show that two pairs of values forα andβ can model the performance of QsNet and

Myrinet. However, the cost equations in the rest of the thesis will only use oneα andβ. The dependence

of α andβ on message size is avoided for simplicity. Further, when dealing with machine specific and

network-interface costs, we also use the following parameters:

• βem is the per byte network transfer time from Elan memory.

• γ is the per byte memory copying overhead for message combining.

• δ is the per byte cost of copying data from main memory to Elan memory.

• P is used to represent the number of processors (or nodes) in the system.
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Chapter 3

All-to-All Communication

All-to-all collective communication is an example of a complex collective communication operation involv-

ing all the processors. It is a well known performance impediment. In this chapter, we present optimization

schemes for all-to-all communication.

All-to-all communication can be classified as all-to-allpersonalizedcommunication (AAPC)[10, 39, 61,

7, 55, 63, 15, 62, 65, 30] or all-to-allmulticast(AAM)[74, 73, 25, 9, 37]. In AAPC each processor sends

a distinctmessage to each other processor, while in AAM each processor sends thesamemessage to every

other processor in the system. All-to-all multicast is a special case of all-to-all personalized exchange. But

as it is a simpler problem, faster implementations of it are possible. MPI defines the primitivesMPI Alltoall

for all-to-all personalized communication andMPI Allgatherfor all-to-all multicast.

All-to-all communication is used in many algorithms. AAPC is used by applications like Fast Fourier

Transform and Radix Sort, while AAM is needed by algorithms such as Matrix Multiplication, LU Factor-

ization and other linear algebra operations [74]. Molecular dynamics applications like NAMD[54, 34] and

computational quantum chemistry applications like CPAIMD[70] have themany-to-many communication

pattern which is a close cousin of the all-to-all communication pattern. NAMD and CPAIMD have the

many-to-many personalized communication and the many-to-many multicast patterns. In many-to-many

communication many (not all) nodes send messages to many (not all) other nodes. In this Chapter, we first

present strategies for all-to-all communication and then extended them to optimize many-to-many commu-

nication.

All-to-all collective communication is commonly used with both small and large messages. For exam-

ple, each processor in NAMD [54] sends relatively short messages (about 2-4KB) during its many-to-many

multicast operation. In CPAIMD, processors send large messages (160 KB) during the many-to-many mul-
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ticast operation.

However, different techniques are needed to optimize all-to-all communication for small and large mes-

sages. For small messages, the cost of the collective operation is dominated by the software overhead of

sending the messages. This can be reduced by message combining. For large messages, the cost is dom-

inated by network contention. Network contention can be minimized by smart sequencing of messages

based on the underlying network topology. This chapter mainly deals with all-to-all optimization schemes

for short messages, while optimizations for large messages are presented in Chapter 4.

We present the performance results of our strategies on QsNet, which uses a fat-tree network topol-

ogy. Fat-tree networks, as described in detail in [41, 52, 22], are easy to extend and have a high bisection

bandwidth. Hence, they are the preferred communication network for many modern parallel architectures.

Network contention on fat-trees has been extensively studied in [22] for the CM5 data network. We use this

analysis in the design of our all-to-all communication optimization strategies. The optimization strategies

we describe are general, as they can be applied to any fat-tree network and do not restrict the number of

processors to powers of two.

Further (in this Chapter for short messages and in Chapter 4 for large messages), we describe additional

optimizations specific to QsNet. Sending messages directly from NIC memory substantially increases the

network bandwidth, as it avoids DMA and PCI contention. We use this feature in our AAM strategies. As

the performance results in Chapter 4 show, the direct strategies scale to 256 nodes (1024 processors) of

Lemieux with aneffective bandwidthof 511 MB/s per node (or 255.5 MB/s each way).

In this thesis, we emphasizeCPU overheadas an important metric for evaluating collective commu-

nication strategies. Most related work has studied collective communication operations from the point of

view of completion time, while we believe that computation overhead is an equally important factor. In this

thesis, we evaluate the CPU overhead and completion time for all our strategies. We also design strategies

with better CPU overheads where ever possible. This is one of our major contributions.

We now present combining strategies to optimize AAPC and AAM for short messages. Chapter 4 will

present direct strategies to optimize all-to-all communication with large messages.
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3.1 Combining Strategies for Short Messages

The cost of implementing all-to-all communication (AAPC and AAM), by each processor directly sending

messages to all (P-1) destinations is given by Equation 3.1 using the model presented in Section 2.4.

Tall−to−all = (P − 1)α + (P − 1)mβ + C (3.1)

As presented in Section 2.4, the parametersα andβ depend on the message size. However, for simplic-

ity, the cost equations in this Chapter do not show this dependence. With relatively short messages, the cost

presented in Equation 3.1 is dominated by the software overhead (α) term.

We use message combining to reduce the total number of messages, making each node send fewer

messages of larger size, which are routed along a virtual topology in multiple phases. In each phase, the

messages received in the previous phases are combined into one large message, before being sent out to the

next set of destinations in the virtual topology. After the final phase, each node has received every other

node’s data. With these strategies, the number of messages sent out by each node is typically much smaller

than P, thus reducing the total software overhead. We present three combining strategies: 2-D Mesh, 3-D

Mesh and Hypercube.

3.1.1 2-D Mesh Strategy

In this scheme, the messages are routed along a 2-D mesh. In the first phase of the algorithm, each node

exchanges messages with all the nodes in its row. In the second phase, messages are exchanged with column

neighbors.

In the case of AAPC, in the first phase each node sends all messages destined to a column to its row

neighbor in that column. In the second phase, the nodes sort these messages and send them to their column

neighbors.

In all-to-all multicast, in the first phase each node multicasts its message to all the nodes in its row. In

the second phase, the nodes combine all the messages they received in the previous round and multicast the

combined message to the nodes in their respective columns.

In both cases, each message travels two hops before reaching its destination. In the first phase, each

node sends
√

P − 1 messages of size
√

Pm bytes for AAPC andm bytes for AAM. In the second phase,
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each node sends
√

P − 1 messages but of size
√

Pm bytes in both cases.

The completion time for AAPC with the 2-D Mesh strategyT2d−mesh−aapc, is shown by Equation 3.2.

Here,C2d−mesh−aapc represents the network contention experienced by the messages.

T2d−mesh−aapc = 2× (
√

P − 1)× (α +
√

Pmβ) + C2d−mesh−aapc (3.2)

In all-to-all multicast with the 2-D mesh strategy, both phases are multicasts along rows and columns

respectively. The completion time for AAM with the 2-D mesh strategy,T2d−mesh−aam is shown in Equa-

tion 3.3.

T2d−mesh−aam = 2(
√

P − 1)α + (P − 1)mβ + C2d−mesh−aam (3.3)

When the number of nodes is not a perfect square, the 2-D mesh is constructed using the next higher

perfect square. This gives rise toholesin the 2-D mesh. Figure 3.1(a), illustrates our scheme for handling

holes in a 2-D mesh with two holes. The dotted arrows in Figure 3.1(a) show the second stage. The role

assigned to each hole (which are always in the top row), is mapped uniformly to the remaining nodes in

its column. So if node(i, j) needs to send a message to columnk and node(i, k) is a hole, it sends that

message to node(j mod (nrows−1), k) instead. Herenrows is the number of rows in the 2-D mesh. Thus

in the first round node 12 sends messages to nodes 2 and 3. No messages are sent to a rows with no nodes

in them. Dummy messages are used in case nodes have no data to send.

Observe thatd
√

P e − 1 ≤ NROWS ≤ d
√

P e, whereas number of columns is alwaysd
√

P e. (If

NROWS ≤ d
√

P e − 1 then the next smaller square 2-D mesh would have been used). Thus the number

of processors that would have sent messages to the hole is at mostd
√

P e − 1, and the processors in the

hole’s column (that share its role) is at least(NROWS − 1) = d
√

P e − 2. Hence the presence of holes

will increase the number of messages received by processors in columns containing holes by one (nodes

2,3,6,7 in figure 3.1(a)) or two (node 3 in figure 3.1(b)). Figure 3.1(b) shows the worst case scenario when

processor 3 receives two extra messages. The worst case happens when the number of rows isd
√

P e − 1

and there is only one hole.

In the second phase (when processors exchange messages along their columns), these processors will

exchange one or two messages less and the total2(d
√

P e − 1) will remain unchanged. So theα factor of
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Figure 3.1: 2-D Mesh Virtual Topology
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Equation 3.2 remains the same while theβ factor will only increase by2(
√

P ).m.β for AAPC and2.m.β

for AAM, which is insignificant additional overhead for large P.

T2d−mesh−aapc = 2(d
√

P e − 1)α + 2Pmβ + C2d−mesh−aapc (3.4)

T2d−mesh−aam = 2(d
√

P e − 1)α + (P + 1)mβ + C2d−mesh−aam (3.5)

Optimal Mesh: It is possible that other meshes can be constructed ifP is not a perfect square. Consider

a 2-D mesh ofx columns andy rows. Hence,xy = P , while the number of messages exchanged for an

all-to-all operation with this 2-D mesh isx + y − 2. Simple arithmetic shows that

x + y ≥ 2 ∗ b
√

P c

Our bound on the number of messages is actually just two more than this 2-D mesh lower bound.

3.1.2 3-D Mesh

We also implemented a virtual 3-D Mesh topology. In this topology messages are sent in three phases along

the X, Y and Z dimensions respectively.

In the first phase of AAPC, each processor sends messages to its3
√

P − 1 neighbors along the X dimen-

sion. The data sent contains the messages for the processors in the plane indexed by the X coordinate of

the destination. In the second phase, messages are sent along the Y dimension. The messages contain data

for all the processors that have the same X and Y axes but different Z axis as the destination processor. In

the third and final phase data is communicated to all the Z axis neighbors. The cost of AAPC with the 3-D

Mesh topology is given by Equation 3.6. Here, in all phases each processor sends3
√

P − 1 messages of size

3
√

P 2m.

T3d−mesh−aapc = 3( 3
√

P − 1)× (α + 3
√

P 2mβ) + C3d−mesh−aapc (3.6)

AAM has three similar phases. In phase 1 of AAM, each processor multicasts its message along the

x-axis of the 3-D Mesh. In phase 2, processors combine the messages received in the previous round and
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Figure 3.2: 3-D Mesh Topology

multicast the combined message along the y dimension. In phase 3, processors combine the messages

received in the second round and multicast it to all neighbors along the z-dimension. In this strategy, each

processor sends3
√

P − 1 messages of sizesm, 3
√

Pm and( 3
√

P )2 in phases 1,2 and 3 respectively. The cost

of AAM with the grid virtual topology is given by equation 3.7.

T3d−mesh−aam = ( 3
√

P − 1)× (3α + mβ(1 + 3
√

P + 3
√

P 2)) + C3d−mesh−aam (3.7)

When the number of processors is not a perfect cube, the next larger perfect cube is chosen. IfX, Y, Z

are the sizes of the 3-D Mesh in the x,y,z dimensions respectively, thenX = Y = d 3
√

P e, andZ ≤ d 3
√

P e.

Figure 3.2 shows a 3-D Mesh with 23 processors.

Holes are mapped in a similar fashion as they were in the 2-D Mesh strategy. Holes are mapped to the

corresponding processors in the inner planes (processors with same x and y axis but different z coordinates).

Messages to holes will be sent in phases 1 and 2. Holes are mapped as follows: a message from processor

(x1, y1, z1) to the hole(x2, y2, z2) is sent to the destination(x2, y2, x2 mod (Z − 1)) in phase 1 and to

(x2, y2, y2 mod (Z − 1)) in phase 2. As shown in figure 3.2, in phase 1 processor 20 (2,0,2) sends its

messages to the processors 5 (2,1,0) and 8 (2,2,0).
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Simple arithmetic shows thatZ ≥ Y − 3, and so ifX = Y ≥ 3, a representative for a hole will receive

atmost 4 more messages (2 in each of the phases). With AAPC these messages will be of sizesd 3
√

P e2m

bytes in both phases. With AAM however, these messages will be of sizem bytes in phase 1 andd 3
√

P em

bytes in phase 2. These terms are insignificant and get dominated by the other terms in the cost equation.

The cost for 3-D Mesh strategy with holes for AAPC is given by Equation 3.8 and for AAM is given

by 3.9. The parameterλh is 1 if there are holes in the 3-D Mesh and 0 otherwise.

T3d−mesh−aapc ≈ 3d 3
√

P eα + (3P + (4λh − 3)d 3
√

P e2)mβ + C3d−mesh−aapc (3.8)

T3d−mesh−aam ≈ 3d 3
√

P eα + (P + 2λhd
3
√

P e)mβ + C3d−mesh−aam (3.9)

3.1.3 Hypercube

The hypercube (Dimensional Exchange) scheme consists oflog2(P ) stages. In each stage, the neighboring

nodes in the same dimension exchange messages. In the next stage, these messages are combined and ex-

changed between the neighbors in the next dimension. This continues until all the dimensions are exhausted.

Thus in the first phase of AAPC, each processor combines the messages forP/2 processors and sends

it to its neighbor in that dimension. In the second phase, the messages destined forP/4 processors are

combined. But now, each processor has the data it received in phase 1 in addition to its own data. Thus it

combines2 × (P/4) × m bytes and sends it to its neighbor. The overall cost is given by Equation 3.10.

Observe the equation also include a memory copying overhead from message combining (theγ term). As

the hypercube strategy sends only one message in each phase, the message combining overheads also show

up in the cost equations. The strategies 2-D Mesh and 3-D Mesh send several messages in each phase, and

so they can go in a pipeline, where the next message is copied while the first one is on the wire.

Thcube−aapc = log2P × (α +
P

2
m(β + γ)) + Chcube−aapc (3.10)

In the first phase of AAM however, each node sends its multicast message (sizem bytes) to its neighbor.

In the second phase, each node combines the message it received in the previous round with its message

and sends2m bytes to its neighbor. In the third phase, the messages from the previous rounds are combined
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with the local message leading to a message size of(m + m + 2m = 4m). In roundi, the message size is

2i−1m. The overall cost is given by the Equation 3.11.

Thcube−aam = log2Pα + (P − 1)m(β + γ) + Chcube−aam (3.11)

With imperfect hypercubes, when the number of nodes is not a power of 2, the next lower hypercube is

formed. In the first step, the nodes that are outside this smaller hypercube send all their messages to their

corresponding neighbor in the hypercube. For example, in Figure 3.3, node 8 sends it messages to node 0

in the first stage. Dimensional exchange of messages then happens in the smaller hypercube, where all the

messages for node 8 are sent to node 0. In the final stage, node 0 combines all the messages for node 8 and

sends them to node 8. If there are holes, many nodes will have twice the data to send.

AAPC cost of hypercube with holes is shown in Equation 3.12. Hereλh = 1 if there are holes and 0

otherwise. The AAM cost is shown by Equation 3.13.

Thcube−aapc ≈ log2P × [(1 + λh)α + (
1 + λh

2
)× Pm(β + γ)] + Chcube−aapc (3.12)

Thcube−aam = (log2P + λh)α + (1 + λh)(P − 1)m(β + γ) + Chcube−aam (3.13)

3.1.4 All-to-All Personalized Communication performance

Figures 3.4 and 3.5 present the performance of AAPC using both the communication framework (Chapter 6)

and MPI on Lemieux, using 4 processors per node. The strategies 2-D Mesh and 3-D Mesh do better than

direct sends for messages smaller than 1000 bytes on both 512 and 1024 processor runs. For very small

messages, the indirect strategies are also better than MPI all-to-all. Also notice the jump for direct sends at

message size of 2KB. This is because our runtime system switches from statically to dynamically allocated

buffers at this point. MPI has a similar and much larger jump, which further increases with the number of

processors.

Although the indirect strategies are clearly better than direct sends for messages smaller than 1KB, they

are worse than MPI for the range 300b to 2KB. However, two factors make our strategies superior to MPI.

Scalability: Figure 3.6 shows thescalabilityof our schemes compared with MPI for the all-to-all operation
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Figure 3.4: AAPC Completion Time (ms) (512 Pes)
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Figure 3.5: Completion Time (ms) on 1024 processors
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Figure 3.6: AAPC time for 76 byte message
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Figure 3.8: AAPC Completion Time (ms) (513 Pes)

with a message size of 76 bytes. The Hypercube strategy does best for a small number of processors (this

is not clearly seen in the linear-linear graph). But as the number of processors increases, 2-D mesh and

3-D Mesh improve, because they use only two and three times the total amount of network bandwidth

respectively, while for hypercube the duplication factor islog p/2. MPI compares well for a small number

of processors but for 64 or more processors our strategies start doing substantially better (e.g. 55 ms vs 32

ms on 2048 processors).

CPU Overhead: Probably the most significant advantage of our strategy arises from its use of a message-

driven substrate on machines with a communication co-processor. In contrast to MPI, our library is asyn-

chronous (with a non-blocking interface), and allows other computations to proceed while AAPC is in

progress. Figure 3.7 displays the amount ofCPU timespent in the AAPC operations on 1024 processors.

This shows the software overhead of the operation incurred by the CPU. Note that this overhead is substan-

tially less than the overall time for our library. For example at 8KB, although the 2-D mesh algorithm takes

about 800 ms to complete the AAPC operation, it takes less than 32 ms of CPU time away from other useful

computation. This is possible because of the communication co-processor in the Quadrics Elan NIC, and

hence the low CPU overhead of communication operations (Chapter 2).

In our implementation, we have two calls for the AAPC interface. The first one schedules the messages

and the second one polls for completion of the operation. On machines with support for “immediate mes-
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sages” — those that will be processed even if normal computation is going on — and on message-driven

programming models (such as Charm++), this naturally allows for other computations to be carried out con-

currently. In other contexts, user programs or libraries need to periodically call a polling function to allow

the library to process its messages.

Another interesting perspective is provided by the performance data on on 513 processors with 3 pro-

cessors per node, shown in Figure 3.8. Note that all the strategies perform much better here (compare with

Figure 3.4). We believe this is due to OS and Elan interactions when all 4 processors on a node are used

(Chapter 2).

3.1.5 All-to-All Multicast Quadrics Optimizations

In AAM with the 2-D Mesh and the 3-D Mesh topologies, processors send the same message to their

neighbors in the topology. This partial multicast can be optimized for QsNet by copying the messages into

the network interface and sending them from there. The new cost equations are shown below. Observe the

δ terms, which represent the cost of copying messages from main memory to NIC memory.

T2d−mesh−aam ≈ 2
√

Pα + Pmβem +
√

Pmδ + C2d−mesh−aam (3.14)

T3d−mesh−aam ≈ 3 3
√

Pα + Pmβem + ( 3
√

P )2mδ + C3d−mesh−aam (3.15)

With the hypercube topology however, each processor sends a distinct message in each phase. Hence we

cannot take advantage of the lower transmission overheadβem, which depends on the same message being

sent several times. But, we can use ahybrid approach with hypercube exchange forlog2P − ζ stages and

then direct exchange onζ-dimension sub cubes. Forζ = 2, the number of messages would only increase by

1, and forζ = 3 it would increase by 4. However the per byte term would be reduced substantially, as most

of the data is sent in the last few stages. The new cost equation is given by Equation 3.16. For simplicity

we have not included the holes term in this equation. Equation 3.16 has three parts to it, (i) hypercube cost

for log2P − ζ stages, (ii) direct cost within theζ-subcube with messages of size(P/2ζ)m bytes, (iii) cost

of copying this message into the network interface. The optimal value ofζ depends on the number of nodes

P and the size of the message m. The termP ′ representsP/2ζ in Equation 3.16.
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Figure 3.9: AAM Performance for short messages on 64 nodes

Thcube = (log2P−ζ)α+(P ′−1)m(β+γ)+(2ζ−1)(α+P ′mβem)+P ′mδ+(P−1)mChcube−aam+Lhcube−aam

(3.16)

3.1.6 All-to-all Multicast Performance

Figures 3.9 and 3.10 show the short message performance (completion time) of the strategies (combining

strategies and Lemieux MPI), on 64 and 256 nodes respectively. The 2-D mesh strategy presented in these

graphs (2-D MeshEM) sends all the messages from Elan memory (EM). HypercubeEM, shown in the

plots, directly sends messages from Elan memory in the last three stages, i.e. parameterζ = 3. Observe

that MPI does better than our strategies for very short messages, because of scheduling and timer overheads

in the Charm runtime system. But for messages larger than 2KB on 64 nodes and 400 bytes on 256 nodes,

HypercubeEM starts doing better.

Figure 3.11 shows the advantage of copying the message into Elan memory, on 256 nodes. Here, 2-D

MeshMM shows the performance of the 2-D mesh strategy sending all its messages from main memory.

For HypercubeMM, there are no direct stages, i.e.ζ = 0. Sending messages from Elan memory (EM)

substantially improves the performance of the 2-D mesh strategy on 256 nodes. Hypercube also benefits

from direct stages that send messages from Elan memory.
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Figure 3.10: AAM Performance for short messages on 256 nodes
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Figure 3.12 shows the computation overhead of Hypercube and 2-D Mesh strategies. Notice that the

computation overhead is much less than the completion time. This justifies the need for an asynchronous

split-phase interface, as provided by our framework.

3.2 Comparing predicted and actual performance

In this section, we present the effectiveness of our cost equations. We compare the predicted performance of

AAPC strategies like 2D-Mesh and Direct with actual performance on PSC Lemieux. Earlier in this chapter,

we used 4 processors per node for many of our results. To minimize non-determinism from operating system

daemons and other sources, we just use one processor on each node for these runs. Figures 3.13 and 3.14

show the predicted times and the actual times for 2D-Mesh strategy and Direct strategy. We used the

communication model presented in Section 2.4 to model QsNet performance on PSC Lemieux. As presented

in Section 2.4, theα andβ values depend on the message size. For combining strategies we also have to

add a2.5µs/message combining overhead as all messages have to be malloced, collected and combined,

before they are sent on the network. This overhead is omitted from the cost equations for simplicity. The

plots show that our cost equations closely model the actual performance of QsNet.
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3.3 Many-to-Many Collective Communication

In many applications, each processor in the collective operation may not send messages toall other proces-

sors. We call this variant of all-to-all communication asmany-to-many communication. Applications like

NAMD, Barnes Hut Particle simulator[71], Euler Solver and Conjugate grid solver etc. have the many-to-

many communication pattern. Here the degree (δ) of the communication graph, which is the number of

processors each processor communicates with, becomes another important factor to consider while optimiz-

ing these applications. We present the analysis of two classes of the many-to-many communication.

3.3.1 Uniform Many-to-Many Communication

In many applications, processors only communicate messages with a subset of processors. For processorpi,

we useSi to represent the subset of processors it communicates with. We also useδi, whereδi = |Si|, to

represent the size of this subset forpi. In many applications,δi is the same for each processor or there is only

a small variance in it. Such a many-to-many communication pattern is termed as uniform many-to-many

communication.

In uniform many-to-many communication, all processors send and receive around the same number of

messages. All-to-all communication is a special case of this class. We first present our analysis of uniform

many-to-manypersonalizedcommunication (UMMPC). Here each processor exchanges a similar number

of distinctmessages with other processors.

An example of UMMPC is the neighbor-send application shown in figure 3.15. Here processori sends

messages to processors(i + k) mod P for k = 1, 2, .., δ.

For UMMPC, the cost equations 3.1, 3.2, 3.6,and 3.10 of Section 3.1 are modified:

T2d−mesh ≈ 2
√

Pα + 2δmβ (3.17)

T3d−mesh ≈ 3 3
√

Pα + 3δmβ (3.18)

Thypercube ≈ log2P × (α + δmβ) (3.19)

Tdirect = δ × (α + mβ) (3.20)

In the 2d-mesh strategy, each processor sendsδ messages and each of these messages is transmitted
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Figure 3.15: Neighbor Send Application

twice on the network. So the amount of per-byte cost spent on all the messages in the system is2Pδmβ.

Since the MMPC is uniform, this cost can be evenly divided among all the processors. The resulting cost

equation for the 2d-mesh topology is given by Equation 3.17. By a similar argument we get equations 3.18

and 3.19. Also observe thatδ appears only in theβ part of the equations 3.17, 3.18 and 3.19. This is because,

in each virtual topology, the number of messages exchanged between the nodes is fixed. If there is no data

to send, dummy messages must be sent instead.

Figures 3.16 and 3.17 show the performance of the strategies with the degree of the graphδ being varied

from 64 to 2,048. In this benchmark, each processori sendsδ messages to processors(i + k) mod P for

k = 1, 2, .., δ. For smallδ the direct strategy is the best. Observe that the direct strategy is more prominent

in the 76 byte plot, as these messages get sent with the Elan rendezvous resulting in a lowerα overhead.

Comparison between the 2-D Mesh and 3-D Mesh strategies is interesting. The former sends each byte

twice, while the latter sends each byte three times. But theα cost encountered is less when the 3-D Mesh

strategy is used. For small (76 byte) messages, theα (per-message) cost dominates and the 3-D Mesh

strategy performs better. For larger (476 byte) messages, the 3-D Mesh strategy is better until the degree

is 512. For larger degrees, the increased amount of communication volume leads to dominance of theβ

(per-byte) component, and so the 2d-mesh strategy performs better.

Similar optimization schemes and models can also be obtained for uniform many-to-many multicast. As

uniform communication implies there are no hot-spots in the system, we use the same analogy presented for

UMMPC to extend the equations 3.3, 3.7, 3.11 incorporating the new parameterδ. The new equations are

presented below:

T2−DMesh ≈ 2
√

Pα + δmβ (3.21)

T3−DMesh ≈ 3 3
√

Pα + δmβ (3.22)
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Figure 3.16: MMPC completion time with varying degree on 2048 processors for 76 byte messages

THypercube ≈ log2P × α + δmβ (3.23)

TDirect = δ × (α + mβ) (3.24)

3.3.2 Non-Uniform Many-to-Many Communication

In non-uniform MMPC there is a large variance in the number of messages each processor sends or re-

ceives; for example, some processors may be the preferred destinations of the messages. There may also

be a variance in thesizesof messages processors exchange. With processor-virtualization, non-uniform

many-to-many communication can be optimized through communication load-balancing. Heavy commu-

nication objects can be smartly placed among processors to make the communication more uniform. But,

a general model for non-uniform many-to-many communication is non trivial and is not the emphasis of

this thesis. Instead we, present case studies of several complex many-to-many communication patterns and

optimizations for them.

Many of these optimizations have been motivated by the CPAIMD (Car Parinello Ab-Initio Molecu-

lar Dynamics [70]) application. This application has several many-to-many communication patterns. The

application consists of states (3D grids of points) which have the wave functions of electrons in the system.

The computation moves between Fourier space and real space through 3D-FFTs. With several states

this would result in several simultaneous 3D-FFT operations. Each 3D-FFT operation requires a trans-
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Figure 3.17: MMPC completion time on 2048 processors with 476 byte messages

pose, which is an all-to-all operation within each state. When the application is run on more processors

than the number of states, the simultaneous transposes become a many-to-many operation. As the states

in Fourier space are sparse the many-to-many operation is non uniform. This complex many-to-many op-

eration involves short messages exchanged between application objects. On receiving each message some

computation also needs to be performed, so not only does the communication operation have to be opti-

mized, it also has to be effectively pipelined with computation. We use thestreaming strategy(Chapter 5.6)

to optimize this operation and the performance improvements are presented in Chapter 7.

The CPAIMD application also has an all-to-all multicast operation on a small number of processors,

while on larger number of processors this becomes an irregular many-to-many multicast operation. This

multicast however involves big messages. For the all-to-all multicast case, we use the direct optimizations

like k-prefix and k-shift which we will presented in Chapter 4. On larger number of processors, the many-

to-many multicast operation is optimized through the ring strategy. The performance improvements of these

optimizations is presented in chapter 7.

NAMD motivates optimizing another complex many-to-many multicast operation. In NAMD, the cells

of the atom grid (called patches) multicast atom coordinates to the compute objects, which compute the

interaction between the cells. When the number of patches is much smaller than the number of processors

this operation is a non-uniform many-to-many multicast operation. Due to a tight critical path in NAMD,
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this multicast cannot be optimized through software techniques like trees or rings, because intermediate

processors on the tree may get busy executing computes and delay the multicast messages. This operation

can however be optimized through hardware multicast support in the switches of the interconnect. This is

described in detail in Chapter 8.

3.4 Related Work

The indirect strategies based on virtual topologies have been presented before. The 2-D Mesh and 3-D

Mesh strategies has been presented in [10], while hypercube strategy has been presented in [55, 38]. A

hybrid algorithm that combines direct and indirect strategies is presented in [62]: it combines the direct

Scott’s [58] optimal 2-D Mesh communication strategy with the recursive partitioning strategy which is

similar to our hypercube. We have also developed a hybrid strategy, which is a hybrid of the hypercube

strategy and the prefix send strategy (Chapter 4). The schemes to handle holes [30] and the analysis of the

strategies based on the CPU overhead is our contribution.
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Chapter 4

Collective Communication: Direct
Strategies for Large Messages

When messages are large, combining strategies offer little benefit for the all-to-all operation. However, the

communication cost can be optimized by using topology dependent optimizations that minimize network

contention. In this section, we develop such strategies for fat-tree networks. We first analyze network

contention on fat-tree networks and then present contention free communication schedules. The direct

strategies that we present next take advantage of such communication schedules.

4.1 Fat Tree Networks

QsNet uses afat-tree(more specifically, 4-ary n-tree) interconnection topology. We now present the defini-

tion of a generic fat-tree [53].

Definition: A fat-tree is a collection of vertexes connected by edges and is defined recursively as follows

• A single vertex is a fat-tree. This vertex is also the root of the fat-tree.

• If v1, v2, ..., vi are vertexes andT1, T2, ..., Tj are fat-trees, withr1, r2, ..., rj as roots, a new fat-tree

can be constructed by connecting with edges of the vertexesv1, v2, ..., vi and r1, r2, ..., rj in any

manner. The roots of the new fat-tree arev1, v2, ..., vi.

The graph k-ary n-tree has been defined in [53]. It is a type of fat-tree which can be defined as follows:

Definition: A k-ary n-tree is a fat-tree that is composed of two types of vertexes:P = kn processing nodes

and nkn−1 switches. The switches are organized hierarchically with n levels that havekn−1 switches at
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Figure 4.1: Fat Tree topology of Lemieux

each level. Each node can be represented by the n-tuple{0, 1, ..., k−1}n, while each switch is defined as an

ordered pair〈w, l〉 wherew ε {0, 1, ..., k − 1}n−1 andl ε {0, 1, ..., n− 1}. Here the parameterl represents

the level of each switch andw identifies a switch at that level. The root switches are at levell = n − 1,

while the switches connected to the processing nodes are at level 0.

• Two switches,〈w0, w1, ..., wn−2, l〉 and〈w′
0, w

′
1, ..., w

′
n−2, l

′〉 are connected by an edge iffl′ = l + 1

andwi = wi′ for all i 6= n− 2− l

• There is an edge between the switch〈w0, w1, ..., wn−2, 0〉 and the processing node{p0, p1, ..., pn−1}

iff

wi = pi for all i ε {0, 1, ..., n− 2}

The bisection bandwidth of fat-trees isO(kn) or O(P ). Figure 4.2(a) shows the first quarter of a 64

node fat-tree, with nodes and switches labeled using the above definition. The switches〈w0, w1, 2〉 are the

root nodes while the switches〈w0, w1, 0〉 are connected to the processing nodes〈w0, w1, i〉.

49



Processing Nodes 

Level 1

Level 0

Level 2 <0,1,2> <0,2,2> <0,3,2>

<0,1,1> <0,2,1> <0,3,1>

<0,0,0> <0,1,0> <0,2,0> <03,0>

<0,0,0>
<0,0,1><0,0,2>

<0,0,3> <0,30>
<0,3,1><0,3,2>

<0,3,3>

From <3,3,0> To <1,0,0>

<0,0,2>

<0,0,1>

(a) First Quarter of a 4-ary 3-tree

Elite Switch

Q1 Q2 Q3 Q4

Q1 Q2 Q3 Q4

(b) Contention free top level
switches

Figure 4.2: Fat Tree topology

Routing on a fat-tree has two phases: (i) Ascending phase: here the message is routed to one of the

common ancestors of the source and the destination, (ii) Descending phase: here the message is routed

through a fixed path from the common ancestor to the destination node. Network contention happens mainly

in the downward descending phase[22]. Many communication schedules on fat-trees arecongestion free, i.e.

they have no contention during the downward descending phase. The following lemmas present congestion

free permutations, where each node sends a message to a distinct destination node. Proofs of these Lemmas

have been presented in detail in [22]. We only briefly restate the Lemmas and the outlines of the proofs here.

Lemma 1 Cyclic shift by 1, where each processorPi sends a message to the processorP(i+1) mod P , is
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congestion free.

The proof is straightforward. Only 1/4th of the traffic at the lowest level will go up to the next level

and the rest will remain at the lowest level. The traffic that goes up will never compete for the same output

link at any level of switches. Figure 4.2(a) also shows the congestion free schedule of thecyclic-shift-by-1

operation on a 64 node fat-tree.

Lemma 2 All quarter permutations that preserve the order of messages within a quarter are congestion

free.

In a quarter permutation, all messages from a source quarter go to the same destination quarter. The

destination quarter for each quarter is also distinct. For example, Q1, Q2, Q3, Q4 sending messages to Q3,

Q4, Q1, Q2 is a quarter permutation. In a quarter permutation, all messages go to the top of the fat tree.

At the topmost-level switches, each incoming packet is destined to a different quarter and hence a different

output port. So, there will be no contention at the topmost-level switches. Figure 4.2(b) demonstrates this.

Message order is preserved if processorPi,l in quarterQi only sends a messages to the corresponding

processorPj,l in quarterQj . In this scenario the message fromPi,l at the topmost switch will use the path

used by the message fromPj,l (or a translated path) to the topmost switch, hence there will be no network

congestion. In fact [22] describes shuffle and exchange quarter permutations that are all congestion free.

Definition: A permutation is said to map a tree to itself when hierarchical groupings are preserved: siblings

remain siblings, first cousins remain first cousins,kth cousins remainkth cousins.

Lemma 3 If a permutation maps a fat-tree into itself it is congestion free.

This is the generalization of Lemma 2 where at each level of switches the traffic is a quarter permutation

preserving the order of messages. So it is congestion free. The following Lemmas present communication

schedules that map the fat-tree into itself. Hence they are also congestion free.

Lemma 4 Hypercube dimension exchange is congestion free.

Lemma 5 Prefix-Send, where each processorPi in stage j sends a message to the processorPi⊕j , is con-

gestion free iff the total number of processors P is a power of two.
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Lemma 6 Cyclic shift byk = a ∗ 4j (i.e. processorPi sends a message to either of the processorsPi±k), is

congestion free iff a=1,2,3 andk ≤ P .
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Figure 4.3: Effective Bandwidth for cyclic-shift and prefix-send on 64 nodes

Since the performance of these permutations is important for their use as steps of our multicast strategies,

we analyzed them empirically. Figures 4.3 and 4.4 show the performance of the cyclic-shift and the prefix-

send permutations on 64 and 256 nodes of Lemieux. In both permutations, in thekth step each nodePi sends

a message to its neighbor at distance k. For cyclic shift this neighbor isP(i+k) mod P , while it is Pi⊕k for

prefix-send. In the figures, the x-axis shows the distancek and the y-axis displays the effective bandwidth.

The bandwidth for prefix-send is more stable than cyclic shift. Observe that fork > 16 the bandwidth of

prefix-send drops from 610 MB/s to 534 MB/s and fork > 64 it drops to 470 MB/s.

The drop in throughput is due to the a naive packet protocol that is used by QsNet. The NIC sends a

packet and stalls on an acknowledgment. Full utilization can only be achieved if this acknowledgment is

received before the entire packet has been sent out. On large networks it is likely that the acknowledgment

will not arrive on time, leading to a loss of throughput. This issue is dealt in more detail in Chapter 2.

For cyclic shift observe that the peaks in throughput occur only at the values ofk given by Lemma 6.

For other values ofk, network contention impairs throughput. On 64 nodes, the effective bandwidth at the

peaks in the plots varies between 560 and 580 MB/s. However, on 256 nodes the peak bandwidth drops and
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Figure 4.4: Effective Bandwidth for cyclic-shift and prefix-send on 256 nodes

varies between 460 and 485 MB/s. This is because in thecyclic-shift-by-koperation nodes at the boundaries

send messages to distant nodes, restricting the network throughput at at the peaks. Again wire and switch

delays are responsible for this loss of network throughput.

Figures 4.3 and 4.4 also show the performance of thecyclic-shift-by-kpermutation with messages sent

from main memory. DMA and PCI contention bring the effective bandwidth down to a steady 240MB/s.

Observe that network contention makes no difference to the effective per-node bandwidth as the node band-

width here is much lower than the network capacity. This shows the usefulness of sending messages from

NIC memory, as node bandwidth is more than doubled.

4.2 All-to-All Personalized Communication

Unlike the combining strategies described in Section 3.1, which were applicable for both AAPC and AAM,

the direct strategies we describe now are specific to AAPC or AAM. Only the prefix-send strategy happens

to be applicable to both AAPC and AAM, for the Quadrics QsNet network. The important difference here is

that network contention is more severe in the case of AAM, where each processor sends the same message

to everyone enabling it to be copied and sent from NIC memory. The throughput from Elan memory is

much higher than the network throughput from main memory (figures 4.3 and 4.4), but also more sensitive
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to network contention. Therefore, our AAM strategies are more complex, as presented in the next section.

With AAPC however, there is no gain in sending messages from Elan memory as each message is

different. So the cost of copying the message into Elan memory will nullify the gain of sending the message

with a higher bandwidth. QsNet has minimal network contention, when data is sent from main memory. This

because PCI bandwidth is not enough to fully load the network. So, both prefix-send and cyclic-shift-by-k

perform well in this scenario. We use these permutations in the design of our AAPC strategies.

4.2.1 Prefix-Send Strategy

In this strategy each node exchanges its message with its prefix neighborp⊕ i, in theith step. This strategy

requires that the total number of nodes is a power of two. Equation 4.1 shows the cost of the prefix-send

strategy.

TPrefix = (P − 1)(α + mβ) + CPrefix (4.1)

From Lemma 5, the prefix-send strategy is congestion free. For QsNet,CPrefix, which is the network

contention in prefix-send, is actually insignificant because messages are being sent from main memory.

4.2.2 Cyclic Send

In the cyclic send approach, each processor sends a messages in the cyclic-shift order. In stagei each

processorp sends a message to the processor(p + k) mod P . Since all messages are sent from main

memory, network contention has no significant effect with QsNet. For other networks this strategy could

lead to heavy network contention. The cost of AAPC with theCyclic Sendstrategy is given by equation 4.2.

TCyclic = (P − 1)(α + mβ) + CCyclic (4.2)

As both these strategies have been presented in literature before [22, 55], we just present them here

as a reference. We now present the more interesting problem of all-to-all multicast, where our schemes

significantly improve performance on QsNet.
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4.3 All-to-All Multicast

With AAM messages can be copied into the network interface, resulting in a much higher node bandwidth.

However as described in Section 4.1, there are two other bottlenecks: (i) Network contention, (ii) Lowered

throughput to distant nodes due to wire/switch delays.

Our direct AAM strategies handle both these issues. Network contention can be avoided by using

prefix-send and cyclic-shift permutations with values of k satisfying Lemma 6. All-to-all multicast can

implemented by P-1 such permutations.

Loss of network throughput to far-away nodes is addressed by the k-prefix strategy (Section 4.3.3). This

strategy minimizes data exchange with far away nodes, enabling it to scale to 256 nodes.

Another issue relevant to messages being sent from Elan memory is that of contiguous nodes. Lemma 5

does not hold in the presence of missing nodes in the system. The k-shift strategy tries to optimize this

scenario.

4.3.1 Ring Strategy

In this strategy, messages are sent along a ring formed by all the nodes in the system. In every stage of

the ring strategy, nodep receives a message and forwards that message to its neighbor((p + 1) mod P ) in

the ring. This strategy is the same ascyclic-shift-by-1operation, repeated P-1 times. So by Lemma 1 it is

congestion free. The cost of the ring strategy is given by

Tring = (P − 1)(α + mβ) + Cring (4.3)

Even though the ring strategy is congestion free, it cannot take advantage of lower network transmission

timeβem. This is because in each iteration every node sends a different message. Hence the ring strategy is

obviously worse than the other strategies. However, we introduce it as a background for the k-prefix strategy

(Section 4.3.3).

4.3.2 Prefix-Send Strategy

The prefix-send strategy for AAM is the same as prefix-send with AAPC, except that messages are sent

from Elan memory. The cost of prefix-send with AAM is shown by Equation 4.4, where the cost of copying
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the message into Elan memory is also included.

TPrefix = (P − 1)(α + mβem) + mδ + CPrefix (4.4)

Prefix-Send strategy has two main disadvantages, (i) it forces the number of nodesP to be a power of

2, (ii) it sends data to distant nodes. As mentioned earlier, wire length delays would limit the throughput of

the prefix-send strategy. The k-prefix strategy has been designed to address both these problems.

4.3.3 k-Prefix Strategy

The k-prefix strategy is a hybrid of thering and theprefix-sendstrategies. Here,k is a power of two and

P is a multiple ofk. We divide the fat-tree into partitions of sizek. Prefix-send is used to send multicast

messages within the partition, while ring strategy is used to exchange messages between neighbor partitions.

Each node in the partition is involved in a different ring across all the partitions.

In the firstk − 1 phases, each node exchanges its message with itsk − 1 prefix neighbors within the

partition. So, in phasei (where0 ≤ i ≤ k − 1) nodep exchanges a message with the nodep ⊕ (i + 1). In

thekth phase, node p sends a message to the node(p + k) mod P forming the ring across partitions.

In the next iteration, nodep multicasts the message it received from nodep−k in the previous iteration,

to the same k neighbors. This is repeatedP/k times, until all the messages have been exchanged.

By Lemma 5 the firstk − 1 phases are congestion free. Sincek is a power of two, by Lemma 6 the last

phase is also congestion free. Hence, k-prefix is congestion free. The cost of the k-Prefix strategy is given

by equation 4.5.

Tk−Prefix = (P − 1)(α + mβem) + (P/k)mδ + Ck−Prefix (4.5)

In k−1 out ofk phases of this strategy, messages are sent to nearby nodes (at mostk away). This makes

the k-prefix strategy have a high throughput on a large number of nodes.

4.3.4 k-Shift Strategy

Both prefix-send and k-prefix are very sensitive to missing nodes in the system. On Lemieux, it is often hard

to find contiguous nodes. Moreover, since the Elan hardware skips these missing nodes while assigning
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processor ids to the programs running on the nodes, it confuses the optimization strategies affecting perfor-

mance. We now describe the k-shift strategy which performs better in the presence of missing nodes in the

system.

i i+1 i+2i−2 i−11 2 3
p

i+ki+k/2i−k/2i−k

... ... ......... ...

Figure 4.5: K-Shift Strategy

The k-shift strategy takes advantage of Lemma 6. In k-shift strategy each nodep sends messages tok

nodes{(p − d(k − 1)/2e, ..., p − 2, p − 1, p + 1, p + 2, ..., p + b(k − 1)/2c), p + k}. Each message that

nodep gets from nodep− k, can be copied into its NIC before it is sent to thek neighbors. This is repeated

for P/k iterations to complete the collective operation.

For k = {1, 2, 3, 4, 8} we get a contention free schedule ifP is a multiple of k. Other values ofk will

have contention in some or all stages of the strategy. Figure 4.5 shows the k-shift communication schedule.

The cost of k-shift strategy is shown by the following equation.

Tk−Shift = (P − 1)(α + mβem) + (P/k)mδ + Ck−Shift (4.6)

The equation also includes the cost of copying the message into the Elan NIC. Due to this additional

overhead, larger values ofk would have a better performance. So we usek = 8 in all our performance runs.

In the k-shift strategy, most messages are sent to successive nodes. So having a few non-contiguous

nodes, results in network contention only in some (not all) phases of the strategy.

4.4 Performance

In this section, we only present the performance results of the AAM direct strategies and they are shown

in Figures 4.6 and 4.7. The k-prefix strategy shows the best performance overall. For messages larger

than 40KB, k-prefix performs two times better than Lemieux MPI. The ring strategy, which only sends

messages from main memory, has performance very similar to that of MPI. (Performance results presented

in Chapter 3 indicated that combining strategies perform better than direct strategies for messages smaller
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Figure 4.6: AAM Performance(ms) for large messages on 64 nodes

than 8KB. Therefore, the performance of direct strategies has only been shown for message sizes greater

than 8KB.)

To keep the nodes synchronized during the collective multicast operation, we have inserted global bar-

riers in our direct strategies after every message is sent. However, these barriers make the computation

overhead the same as the completion time. But, k-shift and k-prefix can be altered to perform barriers after

k messages have been sent and received. The altered strategies return control to the Charm++ scheduler

after sendingk messages. The scheduler can schedule useful computation untilk messages have been re-

ceived from the node’s neighbors. Control is returned to the strategy, which first performs a barrier and then

executes its next step. The performance of the altered k-prefix strategy is shown bykprefix-lbin figures 4.8

and 4.9. Herelb representsless barriers. This modification causes a drop in performance, because nodes

are not completely synchronized any more. But the computation overhead is improved a lot. On 64 nodes,

the performance of kprefix-lb is comparable to that of k-prefix. On 128 nodes this performance is worse

than k-prefix, but still better than the MPI.

Table 4.1 shows the bandwidth of the collective multicast operation for 256 KB messages. In the absence

of missing nodes, k-prefix scales best among all the strategies, with an effective bandwidth of 511MB/s on

256 nodes. As mentioned earlier, lower throughput to distant nodes results in k-shift and prefix-send not

performing as well as k-prefix. But, in the presence of missing nodes k-shift performs best. This is because
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Figure 4.7: AAM Performance(ms) for large messages on 128 nodes
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Nodes Native MPI k-Shift k-Prefix Prefix-Send
64 225 507 531 520
128 198 432 519 428
144 187 433 521 -
192 - 416 516 -
256 190 405 511 429

128 (1 missing node) 143 392 338 316
128 (2 missing nodes) 112 399 373 -
240 (1 missing node) 138 394 346 -

Table 4.1: All-to-all multicast effective bandwidth (MB/s) per node for 256 KB messages

missing nodes cause only some (not all) phases of the k-shift strategy to have congestion, resulting in better

performance. On Lemieux, a large number of contiguous nodes are often hard to find. The k-shift strategy

can be used in such a scenario.

4.5 Related Work

Much of the related work for all-to-all communication with large messages has been specific to architectures.

All-to-all communication on 2d Meshes, Tori and Hypercube architectures have been studied in [74, 73, 39,

61, 7, 55, 26, 15, 16, 62, 58]. All-to-all multicast on cluster of workstations is presented in [25]. The LS

strategy presented in [25] is best suited for small clusters of work stations. The paper also presents the ring
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algorithm which is also analyzed by us.

Contention free permutations on fat-tree networks are also presented in [53, 52]. Prefix-send is presented

in [22, 55] as a solution for all-to-all personalized communication. The analysis presented in [22] requires

that the entire fat tree is available for the application, forcingP to be a power of 2. In a large machine

like Lemieux, several nodes are often down and powers of two nodes may not be available. Hence such

restrictions may be hard to meet.

In contrast, our all-to-all communication strategies do not restrict the number of nodes to be powers. We

present two new strategies, k-prefix and k-shift, to optimize collective multicast on fat-tree networks. The

strategy k-prefix scales well to a large number of nodes as it minimizes data exchange with far-away nodes,

while the performance of k-shift is not affected much by missing nodes in the network.

Moreover, our AAM strategies take advantage of the higher bandwidth available in QsNet by sending

messages from Elan memory. Finally, we also analyze collective communication from the point of view of

completion timeandcomputation overhead. We found that the kprefix-lb strategy has a low CPU overhead

and is suitable for applications that can overlap the all-to-all multicast with computation, and the completion

time of the AAM does not affect the critical path.
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Chapter 5

Charm++ and Processor Virtualization

Charm++ [29] is a parallel programming platform that supports processor virtualization. In Charm++, the

application is divided into a large number of chunks (user-level threads [23] or C++ objects) which act

as thevirtual processors. The Charm runtime system maps these VPs to physical processors, relieving

the user from the burden of task assignment to physical processors. The main advantage of processor

virtualization is that while one VP is waiting for replies to its messages, other VPs can execute. Adaptive

overlap of communication and computation is now implicit, enabling applications to scale to a large number

of processors. In fact, processor virtualization is ideally suited for interconnects with co-processors, as

demonstrated in Section 5.5.

Powered by processor virtualization, the Charm++ runtime system supports dynamic load-balancing [27]

by migrating VPs, automatic checkpointing [75] and fault-tolerance [8], out-of-core execution and the ability

to change the number of processors used by the application [33].

The first few chapters of this thesis have presented processor-level communication optimizations, but the

rest of the thesis explores communication optimization in the presence of processor virtualization. Processor

virtualization introduces a new dimension to communication optimization, allowing object-level communi-

cation to be optimized in addition to processor-level communication.

Objects in Charm++ can migrate between processors, and so optimization schemes have to be aware of

this migration. Both the streaming optimization presented in this Chapter and the all-to-all communication

optimizations presented in the next Chapter support dynamic migrating objects.

We begin with a brief overview of the Charm++ language and runtime. (Details of writing Charm++

programs can be found in the Charm++ manual [14]).
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5.1 Charm++ Basics

In a Charm++ program, the user partitions work into Chares which are the virtual processors in the program.

The user writes an interface (.ci) file, where he defines the Chares and entry functions for them. These entry

methods can be invoked remotely on the Chares throughproxies, which are the Charm++ equivalents of

stubs in CORBA. The .ci file is used to create .decl.h and .def.h files. These header files have generated

code for the chare proxies, similar to the way CORBA generates stub files from the IDL. Unlike CORBA,

Charm++ is asynchronous and the proxies are normally used to send messages to the chares.

The Charm++ language has several chare constructs, of whichchare-arraysare the most widely used.

The next section describes chare-arrays.

5.2 Chare Arrays

Chare Array [40] objects enable processor virtualization in Charm++. Array elements are regular C++ ob-

jects scattered across all the processors. They can dynamically migrate between processors atany time

during the program, and not just at synchronized steps. Array objects are addressed by the Array ID and the

object index in that array. The Charm++ language has constructs for one dimensional arrays, two dimen-

sional arrays and can also support any user specified element index. The objects are accessed through an

array proxy and the index of the element in the array.

The Charm++ array manager maintains a hash-table that maps the array index to the processor on which

that element resides. As array objects can migrate between processors, this hashtable points to the last

known processor of the object. Load-balancing is achieved by migrating heavily-loaded array objects to

lightly-loaded processors.

The array manager supports basic collective operations on arrays, which have been proved to work

efficiently in the presence of migrations [40]. The Charm runtime also supports collective operations on

subsets of arrays through array sections (developed in collaboration with Gengbin Zheng). For example, we

can create an array section proxy and multicast a message to a subset of the array.

The TCharm (threaded-charm) runtime can bind array objects to user level threads, which can also

migrate between processors like other array objects. Processor virtualization inAdaptive MPIis achieved

through these user level threads. The effectiveness of AMPI is presented in [23].
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5.3 Delegation

Message management libraries can be easily be developed in Charm++ throughdelegation(developed in

collaboration with Orion Lawlor). Normally, messages in Charm++ are sent by the runtime, when the user

makes an entry function call on a proxy. The runtime marshals the parameters of the function call into a

message and sends it to the processor where the destination object lives.

Delegation allows marshaled messages to be passed to a delegation group object. Groups (also known

as branch office chares) are Charm++ objects which have one member on every processor. They are ideally

suited for developing system libraries. Delegation forwards application messages to the library group object

instead of the Charm runtime. To be delegated, the library has to inherit from CkDelegateManager interface

and implement the methods defined in it. The class declaration of CkDelegateManager is shown below :

class CkDelegateMgr : public IrrGroup {

public:

.....................

virtual void ArraySend(... ,int ep, void *m, CkArrayIndexMax &idx, CkArrayID a);

virtual void ArrayBroadcast(... , int ep, void *m,CkArrayID a);

virtual void ArraySectionSend(... , int ep, void *m, CkArrayID a, CkSectionID &s, );

.......................

};

The delegation base class has virtual methods to send point-to-point array messages, broadcasts to the

entire array and section sends to send data to a subset of the array. A delegation group could implement any

of these methods to receive application messages.

The Charm++ proxy class has a pointer to the CkDelegateManager base class, which can dynamically

point to the delegation library child class pointer. To enable delegation, the user has to set up the array

proxy to point to the delegated library through the CkDelegateProxy call. Once the call is made All message

invocations on the proxy now go to the library and not the Charm++ runtime.

The delegated library can perform optimizations like message combining with other messages etc., be-

fore sending data out on the network. The communication framework interfaces with the user application

through the delegation interface. As delegation works through inheritance, it has the minimal overhead of
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one virtual pointer indirection.

5.4 Optimizing Communication with Chare Arrays

A Charm++ (or Adaptive MPI) program typically has tens of thousands of array objects or threads living on

thousands of processors. These objects communicate with each other using point-to-point messages, or par-

ticipate in collective communication operations. These objects can also freely migrate between processors

at will.

The next Chapter presents a communication optimization framework, that optimizes the above men-

tioned scenario of processor virtualization and dynamic migrating objects. These optimizations are in addi-

tion to basic implementations of many collectives provided by the Charm++ array interface. The purpose of

this framework is to enable easy development of communication strategies in the Charm++ runtime, and the

ability to dynamically switch between the different schemes. The framework has been designed to optimize

the following :

Point-to-point communication This can be a source of serious overhead when many array objects send

several short messages.

Collective communicationcollective communication specifically all-to-all affects the scaling of appli-

cations to a large number of processors.

Migration When an object migrates, the source processor has to be notified about this migration so that

it does not expect messages from that object any more. On the destination processor messages from newly

arrived objects also have to be handled. Another way of handling migration would be to forward messages

of the migrated object to the processor from where it migrated.

Array SectionsThe communication framework should support collective operations on subsets of array

elements.

5.5 Processor Virtualization with Communication Co-processor

With processor virtualization there are multiple VPs on each processor. Hence, the runtime system can

effectively overlap the communication latency of one virtual processor with computation from another VP.

The presence of the communication co-processor in modern network interfaces makes this overlap even
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more significant, as the CPU overhead of a message send operation a small fraction of the total latency.

For example in Elan, a 4KB message takes51 µs to reach its destination (Table 2.4). However, the CPU

overhead is only about13 µs, which includes both the send and receive CPU overheads. The remaining time

can be used for other computation. The advantage of this overlapping is demonstrated by a 6-point stencil

benchmark. Here, each processor (or virtual processor in our case) computes and then communicates (sends

and receives) with 6 neighbors, two in each dimension.
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Send CPU Overhead Recv CPU Overhead

(b) With Virtualization

Figure 5.1: Timeline for the neighbor-exchange pattern

In traditional MPI style of programming, this program could be written as computation followed by

communication with no overlapping. The communication operation involves the exchange of 6 messages.

Figure 5.1(a) demonstrates this style of programming, though only two messages are shown. Here, the

shaded rectangles show computation and the solid rectangles show the CPU overhead of communication.

The send CPU overheads are shown by the light Grey sold rectangles while the receive overheads are shown

by the dark Grey solid rectangles. Observe that there is idle time between the computations. This scenario

does not effectively utilize the low CPU overhead of network interface with co-processors.

In Charm++ with processor virtualization, the above program can have multiple virtual processors on

each physical processor. After a virtual processor has sent its messages and is waiting for reply messages,

another virtual processor can compute (Figure 5.1(b)). Here each processor has two virtual processors. On

processor P1, VP0 computes and sends its messages. While VP0 is waiting for messages from its neighbors

(on processors P0 and P1 and possibly others), VP1 can start computing. (As our VPs are user level threads

there is only a small context switch overhead). Thus, communication latency is effectively overlapped with
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computation. Moreover, by the time VP1 finishes, VP0 has received all its messages (only 2 out of 6 are

shown here) enabling it to compute again with no delay or a short delay.

Processors NVP=1 NVP=8
8 192 105
64 16.4 12.7
512 6.5 5.7

Table 5.1: Time (ms): 3D stencil Computation of size2403 on Lemieux

Table 5.1 shows the performance of 3D 6-pt stencil on Lemieux (these results are based on the AMPI [23]

framework developed by Chao Huang). Here NVP is the number of virtual processors per real processor.

So for 8 processors and an NVP of 8 we have 64 total virtual processors in the program. We ran the

program with an NVP of 1 and an NVP of 8, corresponding to the two columns in table 5.1. Observe that

NVP=8 performs better, as it makes good use of the communication co-processor. Moreover, notice that

the performance gain for NVP=8 drops with the increase in the number of processors. This is because the

application becomes more fine grained on a larger number of processors, which leads to shorter messages

and less overlap of communication with computation.

5.6 Object-to-Object Communication

In the Charm++ runtime, when a message is received a handler is executed for it. We usegrain-sizeto

represent the amount of computation that needs to be executed when a message is received. Several parallel

applications are fine-grained, i.e. the amount of computation for each message is quite small. Message

handlers in such applications may only have few memory accesses, which typically take hundreds of nano-

seconds on modern processors. These handlers may also send several short messages, which could further

increase the communication overhead of the application. For example, in a distributed memory cache man-

ager, requests for stale memory blocks, block writes and block invalidates involve quick processing and short

messages. Parallel network simulation involves processing events which usually move packets through vari-

ous components of the network. For example, the switch handler processing a packet would lookup a routing

table and deposit the packet on the destination port. Another example of such a fine grained parallel appli-

cation isunion-findwhich tries to find the root of the current tree, and hence requires fast remote memory

accesses through a series of destinations.
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Fine grained communication is expensive when the messages are sent to a remote processors. Even

on the fastest of networks, message processing times are of the order of a few microseconds, e.g., the

pipelined latency with the Converse runtime in Quadrics Elan3 is about9.8µs and4.8µs for Infiniband

(Chapter 2). When handlers only take hundreds of nanoseconds to finish, the application would spend most

of its time in sending and receiving messages. This high communication overhead may affect the scalability

of applications to a large number of processors. In this chapter, we present strategies that improve scaling

microsecond and sub-microsecond granularity applications in Charm++.

5.7 Streaming Optimization

Our optimization strategies for fine-grained communication take advantage of the fact that much of the

overhead in sending short messages is independent of the size of the message. In Charm++, they are mainly

from memory allocation, scheduling and network overhead. Much of this overhead can be amortized if

several messages are sent together as one message. In this section, we present the effectiveness of message

combining to reduce the overhead of sending several short messages.

With a large number objects (VPs) on each processor and each of them sending several short messages,

it is possible that several of these messages are destined to the same processor. This fine-grained communi-

cation can be treated as a message stream which is optimized through message combining. The streaming

messages can be inserted into buckets, based on their destination processors. At the timeout, or when a

bucket fills up, or when the source processor goes idle, the messages in a bucket are combined and sent out

to the destination processor as one message. We term this scheme as thestreamingoptimization scheme.

Streaming optimization ensures that the per-message overheads of message passing are amortized across the

several messages that were combined into one. The messaging overhead of Charm++ array messages with

and without the streaming optimizations are presented in Table 5.2 with a bucket size of about 500 messages.

Observe that streaming results are significantly in lower. The streaming performance presented here, shows

the per-message overhead in the Charm runtime that did not get amortized by message combining. Short

array message packing, presented in the next section eliminates some of this overhead.
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Processor Interconnect Charm++ Default Streaming Performance
3 Ghz Xeon Myrinet 9.6 us 1.7 us
1.6Ghz IA64 NUMA Connect 5.5 us 2.5 us
1.5Ghz IA64 Myrinet 14.8 us 3.8 us
1 Ghz Alpha ELAN3 16.2 us 3.2 us

2 Ghz Mach G5 Myrinet 14 us 2.8 us

Table 5.2: Streaming Performance on two processors with bucket size of 500

5.7.1 Short Array Message Packing

Charm++ is a dynamic and message driven runtime system with migratable objects. It has load-balancers,

tracing, message priorities and numerous other features built-in. The Charm++ runtime is organized into

several layers with each layer adding functionality to the runtime. Object messages pass through these

different layers, each adding some overhead to message processing in addition to the low level network

processing overheads.

The Charm++ runtime also sends messages in an envelope, which results in a 100 byte header and

a footer for prioritized messages. The header stores the destination object id, priority, queuing strategy,

destination handler and several other message parameters. For short messages (smaller than a 100 bytes),

this can be a significant source of overhead.

In some situations, the information in the envelope is the same across several messages between two

objects. This redundant information needs to be sent only once. Therefore, we enhance the performance

of the streaming optimization by stripping envelopes for short array messages. The common envelope

information is sent once with the combined message.

This scheme also hides other overheads in the Charm runtime: (i) scheduling overhead is minimized by

calling the entry methods inline without priorities, and (ii) the processor for the most recent array element

is cached, avoiding hash-table overheads when several messages are exchanged between the same pair of

objects.

We call the above optimizations asshort message packing. The performance of streaming with short

array message packing is presented in Table 5.3 (Here we have kept the bucket size at 500 to show the

maximum performance gains). Short message packing leads to a substantial reduction in message overheads

on some platforms. Short message packing substantially reduces the messaging overheads in the Charm++

runtime. The next section presents performance of streaming by varying the bucket size and the number of
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Processor Interconnect Charm++ Default Streaming Short Message Packing
3 Ghz Xeon Myrinet 9.6 us 1.7 us 1.2 us
1.6Ghz IA64 NUMA Connect 5.5 us 2.5 us 0.95 us
1.5Ghz IA64 Myrinet 14.8 us 3.8 us 2.3 us
1 Ghz Alpha ELAN3 16.2 us 3.2 us 2.1 us

2 Ghz Mach G5 Myrinet 14 us 2.8 us 2.5 us

Table 5.3: Short message packing performance on various architectures with a bucket size of 500

processors.

5.8 Ring Benchmark

Processor 0 Processor 1 Processor 2 Processor N−1

Figure 5.2: The Ring benchmark

In the ring benchmark, array elements simultaneously send messages to their neighbors along a ring.

As the array elements are inserted on processors in a round robin order, the processors also send messages

along a ring. Each processor sends a different message for each element residing on it. Figure 5.2 shows a

schematic description of the ring benchmark.

The effectiveness of the streaming optimizations is shown through the ring benchmark. The performance

of streaming with the ring benchmark on NCSA Tungsten [68] is shown in Tables 5.4, 5.5, 5.6 and 5.7. Ob-

serve that streaming performance is not so good for bucket sizes of 5 and below. Mesh-streaming presented

in the next section addresses this problem.
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Processors Charm++ default Streaming Short Message Packing
2 9.4 us 7.7 us 6.3 us
4 10.0us 10.9us 9.4 us
16 17.8us 11.4us 10.1us
64 27.7 - us 12.1us

Table 5.4: Ring benchmark performance with a bucket size of 1 on NCSA Tungsten Xeon cluster

Processors Charm++ default Streaming Short Message Packing
2 9.4 us 3.5 us 2.4 us
4 16.8us 4.0 us 3.5 us
16 17.1 4.2 us 3.4 us
64 20.1 4.8 us 4.2 us

Table 5.5: Ring benchmark performance with a bucket size of 5 on NCSA Tungsten Xeon cluster

Processors Charm++ default Streaming Short Message Packing
2 9.3 us 1.9 us 1.4 us
4 17 us 1.9 us 1.3 us
16 17 us 2.0 us 1.4 us
64 17 us 2.6 us 1.5 us

Table 5.6: Ring benchmark performance with a bucket size of 50 on NCSA Tungsten Xeon cluster

Processors Charm++ default Streaming Short Message Packing
2 9.4us 1.7 us 1.2 us
4 16.9us 1.8 us 1.2 us
16 17.1 1.9 us 1.3 us
64 17.4 1.9 us 1.3 us

Table 5.7: Ring benchmark performance with a bucket size of 500 on NCSA Tungsten Xeon cluster
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Figure 5.3: 2D Mesh virtual topology

5.9 Mesh Streaming

Streaming strategy requires that several messages be sent between pairs of processors so that per-message

overheads are amortized. Often objects send out several messages, but these messages are spread out to

many processors. Can we optimize this scenario, where only a few messages are exchanged between pairs

of processors?

We can use message combining along virtual topologies (Chapter 3) to optimize streaming communica-

tion. On a virtual topology, several processor’s messages are sent to an intermediate processor from where

they are routed to their destinations. Hence more messages can be combined and a fixed sized bucket would

get filled earlier. For example, with the 2-D Mesh virtual topology messages destined to
√

P processors are

combined and sent to each row neighbor in the first phase. In the second phase, these messages will be routed

to their correct destinations. Since messages are short, the cost of sending them twice is not significant. But

the amortized cost of sending messages is lower because more messages can be combined together. (Mesh

Streamingwas developed in collaboration with Greg Koenig from the Parallel Programming Laboratory.)

Mesh-streaming uses the scheme presented in Section 3.1 for irregular meshes (Figure 5.3).

The performance of mesh streaming with the ring benchmark is presented in Table 5.8. In the ring
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Processor Interconnect Charm++ default Streaming Mesh
3 Ghz Xeon Myrinet 9.6 us 1.7 us 1.9 us
1.6Ghz IA64 NUMA Connect 5.5 us 2.5 us 2.7 us
1.5Ghz IA64 Myrinet 14.8 us 3.8 us 4.1 us
1 Ghz Alpha ELAN3 16.2 us 3.2 us 3.0 us

2 Ghz Mach G5 Myrinet 14 us 2.8 us 2.9 us

Table 5.8: Mesh-Streaming performance comparison with a short message and a bucket size of 500 on 2
processors

Processors Messages per processor pairCharm++ Streaming Mesh Streaming
4 1 10.1 us 11.3 us 14.1 us
4 2 9.4 us 6.5 us 12.2 us
4 4 9.4 us 4.1 us 7.1 us
4 10 11.5 us 2.8 us 4.6 us
4 50 14.1 us 2.1 us 3.0 us
16 1 13.6 us 13.4 us 11.8 us
16 2 13.6 us 7.6 us 8.3 us
16 4 14.3 us 4.6 us 5.5 us
16 10 23.2 us 3.1 us 5.1 us
16 50 26.3 us 2.6 us 4.3 us
64 1 13.7 us 18.1 us 8.8 us
64 2 13.8 us 8.7 us 6.2 us
64 4 13.9 us 5.3 us 4.6 us
64 10 15.6 us 3.3 us 4.2 us
64 50 14.6 us 2.4 us 3.6 us

Table 5.9: Performance of all-to-all benchmark with a short message on PSC Lemieux

benchmark, each processor sends messages to only one other processor. But still mesh-streaming perfor-

mance is similar to other streaming optimizations. In the next section, we show that mesh performs better

the other streaming schemes in the scenario where each object sends messages to objects residing on several

processors.

5.10 All-to-all benchmark

To demonstrate the performance gains on mesh-streaming, we ran a benchmark where each array object

sends k point-to-point messages to every other array object. Even here, array elements are arranged in a

round robin order. So for streaming, k becomes the natural bucket size as processor pairs would exchange

k or more messages, depending on number of objects on each processor. Table 5.9 shows the performance
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of streaming and mesh-streaming optimizations respectively for the all-to-all benchmark. Here both the

schemes pack short messages.

Mesh-streaming is indeed more effective when a small number of messages are exchanged between

processors. As shown in table 5.9, on 64 processors mesh-streaming has the best performance with bucket

sizes less than 10.
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Chapter 6

Communication Optimization Framework

We have presented several communication optimization schemes in the previous chapters. Processor level

strategies are presented in Chapters 3 and 4, and object-based optimizations are presented in Chapter 5.6.

These schemes optimize both collective communication and point-to-point communication.

Applications developed in Charm++ or Adaptive MPI should be able to take advantage of the above

optimizations easily. TheCommunication Optimization Frameworkpresents an interface for applications to

elegantly use the optimization schemes presented in this thesis. The framework is general and can support a

variety of optimizations. Some of the communicationoperationscurrently supported areall-to-all commu-

nication,broadcast, section multicastandstreaming. Optimizations for these operations are implemented

asstrategiesin the framework. Astrategy is as an optimization algorithm for a communication operation.

As Charm++ and AMPI applications are developed with dynamic migrating objects, both processor-level

and object-level optimizations are supported in the framework, with migration support in the object-level

strategies.

It can be a tedious task for the programmer to choose the strategies for his application’s communication

operations. To save the programmer from this burden, the framework can dynamically choose the best strat-

egy for a communication operation. As many scientific applications exhibit theprinciple of persistence[32],

the characteristics of a communication operation can be observed and later used to choose a strategy from a

list of applicable strategies for that operation. The details of this novel feature are presented in Section 6.4.

A block diagram of the Charm runtime system with the communication framework is shown by Fig-

ure 6.1. The communication framework functionally operates at a level between Charm++ and Converse

(which is the light-weight message passing library [28]). While it is fully aware of Chare-arrays and other

Charm++ constructs, it uses Converse messages to communicate. This design choice was made to enable
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Figure 6.1: The Communication Optimization Framework

the communication optimizations to use the light-weight and relatively low-latency Converse runtime. At

the end-points, after the all intermediate messages have been processed, the Charm++ object entry methods

are invoked by the communication library.

To elegantly support both object and processor optimizations, the framework has two layers, with the

first layer performing object-level optimizations, while the second layer is for processor-level optimizations.

The object layer of the communication library calls the processor layer for inter-processor communication.

The object layer can combine several messages destined to objects that reside on the same processor, thus re-

ducing theα cost of the communication operation. The processor layer can then perform other optimizations

like sending messages along a virtual topology.

Charm++ and Converse programs can easily access the communication framework (also called Com-

munication Library). MPI programs can use these optimizations through Adaptive MPI [23]. Several of the

MPI calls in Adaptive MPI use strategies in the communication library.

The communication framework has been designed with several interacting modules in the C++ program-

ming language. The class hierarchy of the framework is presented in Figure 6.2. There are two manager

classes which coordinate the strategies across processors, theComlibManagerclass for object-level coordi-

nation and theConvComlibManagerclass to manage the processor-level functionality of the communication

framework.
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Figure 6.2: Class Hierarchy

The delegation frameworkin the Charm runtime (Chapter 5.3) redirects application messages to the

communication library. These messages are then passed to the strategy which calls Converse routines to

send the messages to their destination processors.

There are two levels in the strategy classes too: subclasses ofStrategyoptimize processor-level commu-

nication, while subclasses ofCharmStrategyoptimize object-level communication. The object-level strate-

gies can call one or more processor-level strategies to optimize processor-to-processor communication.

Application communication patterns, referred to ascalls, are delegated toinstancesof different object

level strategies. A communicationcall should be distinguished from anoperation, as it depends on where

in the application code the operation occurs. For example, an array object can participate in multiple all-to-

all operations, leading to several calls to the all-to-all operation. Each of these calls may use to a different
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strategy instance. Strategy instance pointers corresponding to the different calls are stored in the instance-

table on all the processors. In Figure 6.2, several instances of CharmStrategy are shown which invoke one

or more instances of processor level strategies.

A call c is associated with both a strategy instancesi and a proxyp. This association is set up by the

programmer during startup. All entry method invocations onp will be passed tosi. The proxyp also stores

the index ofsi in the instance table, which lets the communication framework pass the message to the correct

strategy instance (si).

TheStrategySwitchclass chooses the best strategy for a communication operation using dynamic appli-

cation statistics. It can choose both Charm++ and Converse level strategies, or a combination of both. The

StrategySwitch modules (discussed in detail in Section 6.4) should be designed along with the strategies

they can switch. These strategies should also register the same StrategySwitch class with the communica-

tion framework at startup. During the next fence step, the StrategySwitch will choose the best strategy for

that call.

We now begin a more detailed description of the communication framework by presenting the strategy

module.

6.1 Communication Optimization Strategy

Optimization algorithms are implemented as Strategies in the communication library. Strategies can be

implemented at the Object (Charm++) level or the processor (Converse) level. Code reuse is possible by

having a few object managers perform object level optimizations and then call several other processor level

optimization schemes. For example, to optimize all-to-all communication the processor level strategies

could use the different virtual topologies presented in Chapter 3.

All processor (Converse) level strategies inherit from theclass Strategydefined below and override its

virtual methods.

//Converse or Processor level strategy

class Strategy : public PUP::able{

public:

//Called for each message
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virtual void insertMessage(MessageHolder *msg);

//Called after all chares and groups have finished depositing their

//messages on that processor.

virtual void doneInserting();

virtual void beginProcessing(int nelements);

};

The class methodinsertMessageis called to deposit messages with the strategy. MessageHolder is a

wrapper for converse messages. When a processor has sent all its messages,doneInsertingis invoked on the

strategy.

//Charm++ or Object level strategy

class CharmStrategy : public Strategy{

protected:

int isArray;

int isGroup;

int isStrategyBracketed;

............

............

public:

//Called for each message

virtual void insertMessage(CharmMessageHolder *msg);

//Called after all chares and groups have finished depositing their

//messages on that processor.

virtual void doneInserting();

virtual void beginProcessing(int nelements);

};

Charm++ level strategies also have to implement the insertMessage and doneInserting methods. Here

insertMessage takes a CharmMessageHolder which is a Charm++ message wrapper. The call to beginPro-

cessing initializes the strategies on each processor. This additional call is needed because the constructor
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of the strategy is called by user code in main::main on processor 0. Along with initializing its data, be-

ginProcessing can also register message handlers, as the communication library strategies use Converse to

communicate between processors. The flagsisArray and isGroup store the type of objects that call the

strategy and the flagisStrategyBracketedflag specifies if the CharmStrategy is bracketed or not. Bracketed

strategies require that the application deposits messages in brackets demarcated by the calls ComlibBeginIt-

eration and ComlibEndIteration. Bracketed strategies are discussed in detail in Section 6.2.1.

6.2 Supported Operations and Strategies

The communication framework currently supports four different communication operations namely, (i)

many-to-many communication, (ii) broadcast, (iii) section multicast, (iv) streaming. Table 6.1 shows the

different strategies that optimize these communication operations. Some of these are converse strategies

while others are object strategies. We now present in detail the strategies optimizing the above mentioned

operations.

Operation Object Strategy Processor Strategy
Many-to-many personalized EachToManyStrategy Mesh, Grid, Hypercube, Direct

Many-to-many multicast EachToManyMulticastStrategy Mesh, Grid, Hypercube, Direct
Broadcast BroadcastStrategy Binomial tree, Binary tree

Section Multicast DirectSection, RingSection, TreeSection
Streaming Streaming, MeshStreaming, PrioStreaming

Table 6.1: Communication Operations supported in the Framework

6.2.1 EachToManyStrategy

The classEachToManyStrategyoptimizes all-to-all personalized communication using virtual topologies

described in Chapter 3.1. The topologies 2-D Mesh, 3-D Mesh and Hypercube have been implemented.

EachToManyStrategy manages the object level communication by fist combining all object messages being

sent to the same processor into one message and then calling the routers to optimize processor-to-processor

communication. Different virtual topologies have been implemented as Converserouters. EachToManyS-

trategy can be initialized to chose one such topology. For example, with the mesh router, the strategy on each

processor first sends messages to its row neighbors. After having received its row messages each processor

sends the column messages. After having received the column messages an iteration of the strategy finishes.
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All local messages are delivered as soon they are received. EachToManyMulticastStrategy is a variant of

the EachToManyStrategy that can multicast messages to arrays using virtual topologies. It uses multicast

routers for processor communication.

EachToManyStrategy requires that all local messages have been deposited before they can be packed into

row and column messages. Hence it needs to be abracketedstrategy. Bracketed strategies require each of the

participating objects to deposit their intended messages within brackets. Calls toComlibBeginIterationand

ComlibEndIterationcreate a bracket. The call ComlibBeginIteration sets up the delegation framework to

forward user messages to the correct strategy instance. User messages then get passed to the insertMessage

entry function of the strategy. When all local objects have called ComlibEndIteration, doneInserting is

invoked on the strategy.

Bracketed strategies are typically needed when the communication optimization requires local source

objects to reach a barrier. At this local barrier the communication framework invokes doneInserting on that

strategy, which the calls the converse level strategy.

Non-bracketed strategies have no such restriction. They process messages as soon as they arrive. so,

non-bracketed strategies should not expect a doneInserting to be invoked on them. They must all process

messages in the insertMessage call itself.

6.2.2 Streaming Strategy

This strategy optimizes the scenario where objects sends several small messages to other objects. The

StreamingStrategy collects messages destined to the same processor after a timeout or when certain number

of messages have been deposited. These messages are combined and sent as one message to that destina-

tion, thus sending fewer messages of larger sizes. The timeout is a floating-point parameter to the Stream-

ingStrategy. It needs to be specified in milliseconds, with a default of 1ms. Micro-second timeouts can also

be specified by passing values less than 1. For example,0.1 represents100µs.

The Streaming Strategy by default is a non-bracketed strategy.Non-bracketedstrategies do not require

the objects to call beginIteration and endIteration. Such strategies do not have to wait for all local mes-

sages, before processing those messages. As messages may wait for timeout potentially leading to loss of

throughput, the streaming strategy also has a bracketed variant which flushes buckets on the endIteration

call.
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6.2.3 Section Multicast and Broadcast Strategies

The direct multicast strategies can multicast a message to the entire array or a section of array elements. The

direct multicast strategies are non-bracketed, and the message is processed when the application deposits

is. These strategies do not combine messages, but they may sequence the destinations of the multicast to

minimize contention on a network. For example, the RingMulticastStrategy sends the messages along ring

resulting in good throughput as the ring permutation is contention free on many communication topologies

(Chapter 4).

For section multicast, the user must create a section proxy and delegate it to the communication library.

Invocations on section proxies are passed on to the section multicast strategy.

6.3 Accessing the Communication Library

Users of Charm++ and Adaptive MPI can access the communication library to improve the performance

of their applications. With Adaptive MPI (AMPI) the communication framework is accessed transpar-

ently. AMPI automatically initializes several strategies to optimize several MPI calls like MPIAlltoall,

MPI Allgather etc. In Chapters 3 and 4, we show that the CPU overhead of an all-to-all operation is much

smaller than its completion time. We have hence provided asynchronous collective communication exten-

sions in AMPI through the MPIIalltoall call, which lets the application compute while the all-to-all is in

progress. The EachToManyStrategy is called by AMPI for MPIAlltoall and the MPIIalltoall calls.

In Charm++, however, the user must create the strategies in the program explicitly. Charm++ programs

are normally based on communicating arrays of chares [40], that compute and then invoke entry methods

on local or remote chares by sending them messages. These array elements send messages to each other

through proxies. The messages are passed to the Charm++ runtime which calls lower level network APIs to

communicate. To optimize communication in Charm++, the user can redirect a communicationcall to go

through an instance of a strategy.

To access the communication framework, the user first creates and initializes a communication library

strategy. He then needs to make a copy of the array proxy and associate it with that strategy. The user can

create several instances of the same strategy, to optimize different communication calls in his application.

Each communication operation is now associated with a proxy. The exact sequence of calls is shown below.

82



//In main::main()

//Create the array

aproxy = CProxy_Hello::ckNew();

Strategy *strategy = new EachToManyStrategy(USE_MESH, srcarray, destarray);

//Register the strategy

ComlibAssociateProxy(aproxy, strategy);

//Within the array object

//First proxy should be delegated

ComlibBeginIteration(aproxy);

aproxy[index].entry(message); //Sending a message

..... //sending more messages

.....

ComlibEndIteration(aproxy);

The above example shows the EachToManyStrategy. Notice the ComlibBeginIteration and the Com-

libEndIteration calls, which demarcate the bracket. After main::main, the Communication Framework

broadcasts the strategies along with the data passed to them from the user. On each processor abegin-

Processingis called to initialize the strategies, after which messages are passed to the strategy.

6.4 Adaptive Strategy Switching

Many scientific applications tend to be iterative, strongly exhibiting the principle of persistence. This sug-

gests that the communication patterns of such applications can be learned dynamically at runtime. Self

tuning schemes have been presented in the past [24, 2], for example Atlas [24] tunes the numerical algo-

rithms to a specific hardware at compile time. Atlas is a linear algebra system, that chooses algorithms based

on the hardware properties like cache size, processor speed etc. The choice is made through several tuning

benchmark runs which are an input to the compiler, which selects the the best algorithm.
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The communication framework, however, chooses strategies at runtime based on dynamic application

statistics it collects. The communication characteristics of the application are searched in a database of

patterns and the best strategy is obtained. The framework can then switch the application to use this strategy.

AMPI

Charm++

Proxy

ComlibManager

EachToManyStrat

Mesh Router
Comm.

Databse

Delegation Log Messages

insertMessage()

Fence

[δ, m, P]

 E2MSwitchSwitch to 3d−GridRouter

Global Reduction

Figure 6.3: Strategy Switching in All-to-All communication

We have designed astrategy-switchin our communication framework, that can dynamically switch the

application messages to the best strategy. Figure 6.3 illustrates strategy switching in all-to-all communica-

tion with the EachToManyStrategy. This strategy first optimizes object communication and then calls one

of several routers (MeshRouterin Figure 6.3) to optimize processor level all-to-all communication.

Strategies or groups of strategies can have their own strategy-switch class. For example,E2MSwitch

can switch EachToManyStrategy to use the router with the lowest overhead using the equations presented in

Chapter 3.3. The application can start with a default router and at the fence step, which are global barriers

like load-balancing, the communication framework could switch the strategy to use the heuristically optimal

virtual topology.

For all-to-all communication, the best strategy depends on the size of the message, the number of proces-

sors and the degree of the communication graph (Chapter 3.3). (For large messages, the network topology

is also important). This can be represented as the tuple[δ,m, P ], the degree of communication on that

processor, the average size of the messages exchanged, and the number of processors participating in the

all-to-all operation. Strategies in the communication framework log application messages in the communi-

cation database. At the next fence step, the[δ,m, P ] tuple is retrieved from the communication database on
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each processor and globally averaged through a reduction to get[δav,mav, Pav]. The switch module uses

this global average to choose the optimal strategy. In Figure 6.3, E2MSwitch switches the virtual topology

to 3-D Meshfrom 2-D Mesh. The performance of the chosen strategy for all-to-all personalized commu-

nication, on the Turing cluster [69] with increasing message size is shown in Figure 6.4. Observe that the

switch point between 2D-Mesh and Direct is quite accurate.
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Figure 6.4: All-to-all strategy switch performance 16 nodes of the Turing cluster

6.5 Handling Migration

Array objects in Charm++ can migrate between processors, and so the communication framework has to

explicitly handles object migration. There are two types of object migration in Charm++ :

• Any-time migration, where objects can migrate at any-time between processors. This involves pack-

ing the stack and heap allocated memory of the VP. The array manager in Charm++ supports this

mechanism. Anytime migration is useful for fault tolerance; if the CPU cooling system throws an

interrupt that the CPU is overheated and prone to faults, all work has to be immediately moved out of

it.
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• Systolic migration. The migration here occurs only at known and regular time intervals, e.g. central-

ized load balancing. After all migrations have been completed the application will run without any

migrations till the next load-balancing step.

In the communication optimization framework, both types of migration are supported, but the framework

is only optimized for systolic migration. Any-time migration is supported through message forwarding till

the next systolic fence. At the fence, all strategies are reconfigured with the new object maps.

The decision not to optimize any-time migration was made keeping performance in mind. In contrast, an

array broadcast mechanism [40] for any-time migration is presented. This scheme sends every broadcast via

processor 0 to ensure that array elements receive each broadcast message only once. This serialization does

not add any serious overhead for broadcast (since it adds only one more hop to the broadcast and processor 0

needed the broadcast message anyway), but for an all-to-all broadcast this serialization will make processor

0 a bottleneck restricting throughput. In the communication framework, the strategies have no additional

overhead for the no-migration and systolic migration scenarios, as this are currently the common cases in the

Charm++ runtime. Our broadcast and multicast schemes have been designed not to have overheads such as

the serialization mentioned above. With migration, messages are temporarily forwarded back to the source

processor and at the fence step, all object maps are reconstructed to compensate the migrations.

Each strategy in the communication framework has an application designated set of source and desti-

nation objects. We handle source and destination migration separately. Source migration is a problem for

the bracketed strategies which wait for all objects on a processor to deposit their messages. So if an object

migrates, its deposited messages will be received on the new processor. The strategy object on the source

processor either has to be notified about this migration, or the messages of the migrated object have to be

forwarded back to the source processor. We use the latter scheme.

The communication library uses a two step scheme to handle source migration:

• When object migration occurs, the communication library forwards messages of a migrated source

object back to the processor where the object resided at the last fence. We call this processor the

designated processor P. For each array elemente , its designated processor will be a processor where

ewas some time in the past. Under normal circumstances,P will be the processor on whiche resides.

The designated-processor for an array element only changes at the fence step.
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As each communication call is associated with a persistent proxy that the array object must use to

invoke the call, the framework stores the designated processor of that array element in this proxy. Mi-

grating objects should pack and carry this proxy with them, allowing the communication framework

on the new processor to locate the designated processor of that object.

• As more elements migrate, the performance of the communication library will degrade. So afence

step is needed that reconstructs all the object maps. This is particularly useful for periodic global

migrations, e.g. centralized load-balancing. Such a global barrier can be a communication library

fence, where the array element maps are reconstructed for the strategies. In addition users can also

call a Communication Framework fence explicitly.

ComlibArray Listener
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Processor

Map
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Charm++

Proxy

ComlibManagerDelegation

EachToManyStrat

insertMessage()

Register Strategy

 Global Designated

Map

Global Reduction
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Figure 6.5: Fence Step in the Communication Framework

Destination migration can also be handled through designated processors. When an object migrates,

all point-to-point and multicast messages for it are forwarded to its designated processor. The designated

processor then passes the message on to the array manager, which knows where the object lives.

Array Section multicast trees are built on the designated processors of the participating objects in the

section. So, each multicast message is sent to the set of designated processors for that section, which then

send point-to-point messages to the array elements they are responsible for. When no migration occurs,
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these messages are local messages.

At the fence step each processor contributes the pair[index, MyPe] to a global collection. The client

of this collection has the new designated processor map for each array element. The designated processor

map is then sent to all the processors through a scatter. Processor only receives the designated processors

of all objects it needs to communicate with. (This scatter is currently implemented through a broadcast). A

schematic description of the fence step is shown in Figure 6.5.

This fence step in the communication framework is synchronized to occur just after load-balancing

operation in the Charm runtime, because at the loadbalancing step several migrations are very likely. The

framework also reconfigures all strategies and creates a new map of array elements and their designated-

processors. The new strategies and the designated-processor map are then broadcast to all the processors.

6.5.1 Strategy Switching with Migration

Strategy switching in the presence of migration is a harder problem. The communication framework records

processor level statistics for[δ,m, P ]. It is possible that the processor level statistics recorded is incorrect

after object migration. This is because objects may now live on different processors changingδ andP .

For performance reasons, we do not record object-to-object communication, as that requires a costly

hashtable access. We just record processor-to-processor statistics, which can be stored in a flat array, as the

number of processors is much smaller than number of objects. This is another engineering trade-off we have

considered. Fortunately, for applications like NAMD and CPAIMD the object to processor map of objects

participating in collectives does not affectP , andδ much.
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Chapter 7

Application Case Studies

In this chapter the present the performance improvements of three applications using the communication

framework. Two of these, NAMD and CPAIMD, are critical applications for our research group. They

have actually motivated several of the optimizations presented in this thesis. NAMD is a classical molecular

dynamics program and CPAIMD is a quantum chemistry application. The radix-sort benchmark tests the

all-to-all personalized communication strategies in the communication framework.

7.1 NAMD

NAMD is a parallel, object-oriented molecular dynamics program designed for high performance simulation

of large bio-molecular systems [54]. NAMD employs the prioritized message-driven execution capabilities

of the Charm++/Converse parallel runtime system, allowing excellent parallel scaling on both massively

parallel supercomputers and commodity workstation clusters. NAMD has two critical collective communi-

cation operations that have to be optimized for it to scale well.

Transpose

All to All

All to All

Point to Point

Point to Point

Figure 7.1: PME calculation in NAMD
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The first is Particle Mesh Ewald (PME) computation, which involves a forward and a backward 3D FFT

(Figure 7.1). One way to perform a 3D FFT, is by first performing a local 2D FFT on each processor on the

Y and Z dimensions of the grid, and then redistributing the grid through a transpose for a final 1D FFT on

the X dimension. The transpose would require an AAPC operation. If the grid is irregular then this would

actually be an MMPC operation.

Processors ApoA-1(ms) ATPase(ms)
Direct 2-D Mesh MPI Direct 2-D Mesh

256 44.4 39.2 134.5 120.8 113.6
512 28.0 23.4 69.5 63.0 60.8
1024 26.8 20.3 39.3 38.6 35.8

Table 7.1: NAMD step time (ms)

We can use virtual topologies to optimize this AAPC (Chapters 3.1 and 3.3) operation. Table 7.1 shows

the performance of NAMD on two molecules ApoA-1 and ATPase, with the 2D mesh and direct strategies.

For ApoA-1 a108×108×80 grid is used and for ATPase it was a192×144×144 grid. The PME calculation

involved a collective communication between the X planes and the Y planes. In our large processor runs,

the number of processors involved in PME ismax(#XPlanes, #Y P lanes), which is 108 for ApoA-1

and 192 for ATPase.

Table 7.1 also shows the performance of doing the all-to-all by making a call to MPIAlltoall. NAMD

carries out other force computations concurrently with PME. As MPIAlltoall is a blocking call, it does not

allow the application to take advantage of the low CPU overhead of the collective call. Hence, the 2-D mesh

and direct strategies do better than MPI. As the size of messages exchanges are relatively small (about 600

bytes for ApoA-1 and 900 bytes for ATPase) 2-D mesh has a lower completion time and CPU overhead than

the directly sending messages and hence does better. This lower CPU overhead of Mesh lets the more force

computation to be overlapped with PME, resulting in lower step time.

The second collective operation is the many-to-many multicast of the coordinates by the cells of NAMD,

to the processors where the forces and energies are computed. Atoms in NAMD are divided into a 3D grid

of cells based on the cutoff radius. The interactions between these cells are calculated by compute objects

which are distributed throughout the entire system.

Each cell multicasts the atom coordinates to 26 computes (atleast). For a large system like ATPase there

could be 700 cells, which makes this many-to-many multicast a complex operation. As each cell only multi-
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casts to a small set of neighbors, this collective operation is hard to optimize. We currently use a simple that

implements multicast through point-to-point messages. The best way to optimize this operation is to build

hardware multicast trees to multicast the messages in network hardware without processor involvement.

This is idea will be presented in Chapter 8.

7.2 Scaling NAMD on large number of processors

A major issue we faced while scaling NAMD and other applications to large number of processors was that

of stretched (prolonged) handlers for messages, also mentioned in [54]. We noticed that some processors had

handlers lasting about 20-30 ms. Normally these handlers should take about 2-3ms to finish. We noticed

stretches in handlers during a send operation and in the middle of the entry method itself. We believe

these stretches were caused by a mis-tuned Elan library and operating system daemon interference. The

subsequent section describes the mechanisms by which we overcame the stretching problem. (This research

was done in collaboration with Gengbin Zheng and Chee Wai Lee [34, 35].)

Figure 7.2: NAMD Cutoff Simulation on 1536 processors
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Stretched Sends

The Converse runtime system only makes calls to elantportTxStart (equivalent of MPIIsend in Elan) which

should be a short call. From table 2.4 we know that the CPU overhead of ping-pong is just a few microsec-

onds. However, the entry methods were blocked in the sends for tens of milliseconds.

Inspecting the Elan library source (and also working with Quadrics), we found that stretching during

the send operation was a side effect of the Elan software’s implementation of MPI message ordering. MPI

message ordering requires that messages between two processors be ordered. Incidentally, Charm++ does

not require such ordering.

To implement this ordering, the Elan system made a processor block on an elantportTxStart if the

rendezvous of the previous message had not been acknowledged. So in the presence of a hot-spot in the

network, all processors that sent the hot-spot a message would freeze. This could cascade leading to long

stretches of even tens of milliseconds.

We reported this to Quadrics, and obtained a fix for this problem. This involved recompiling the Elan

software library, after enabling theONE QXD PERPROCESSORflag. Now, a message send only blocks

if there is an unacknowledged message toits destination. The runtime system keeps a list of processors

with unacknowledged messages and buffers future messages to them until all those messages have been

acknowledged. This problem has been fixed in version 1.4 of the Elan software.

OS Daemon Stretches

Fixing the Elan software did not completely eliminate stretches. When applications used four processors

per node, some handlers still experienced stretches. NAMD simulation of the ATPase system takes about

12ms on 3,000 processors. This time step is very close to the 10ms time quanta of the operating system. So

if on any of the 3,000 processors a file system daemon is scheduled, NAMD step time could become 22ms.

Petrini et al. [13] have studied this issue of operating system interference in great detail. They present

substantial performance gains for the SAGE application on ASCI-Q (a QsNet-Alpha system similar to

Lemieux) after certain file system daemons were shutdown.

We did not have control over the machine to do the system level experiments carried out by Petrini et

al. However, we were still able to reduce and mitigate the impact of such interference: First, NAMD uses a

reduction in every step to compute the total energies. However, with Charm++, it was able to use an asyn-
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Figure 7.3: NAMD With Blocking Receives on 3000 Processors

chronous reduction, whereby the next time-step doesn’t have to wait for the completion of the reduction.

This gives the processors that were lagging behind due to a stretch an opportunity to catch up (figure 7.2).

When a processor becomes idle, thereceive modulein the Converse communication layersleepson a re-

ceive, instead of busy-waiting. This enables the operating system to schedule daemons while the processor

is sleeping. On receiving a message, there is an interrupt from the network interface which awakens the

sleeping process.

The new timeline is presented in figure 7.3. Notice the red superscripted rectangles, which imply that a

processor is blocked on a receive.

Blocking receives are based on interrupts and hence have overheads. The Elan library gives the op-

tion of polling the network interface forn µs before going to sleep. Setting the environment variable

LIBELAN WAITTYPE to n achieves this. NAMD performance on 3000 processors of Lemieux was best

with n = 5. This was before daemons were shutdown on Lemieux. NAMD still achieved a 1.04 TF peak

performance and a 12ms time step, by just the use of blocking receives.

Most of the daemons (recommended in [13]) have been shutdown on the compute nodes of Lemieux.

But a full system run uses head and I/O nodes which still run some of these daemons. Table 7.2 shows a

more recent performance of NAMD on 2912 processors for different values of n. Observe that now NAMD

performance is best forn in the range of a few hundred, which implies that there is lesser OS interference
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Poll Time (n)(µs) Processors Step Time (ms)
100 2912 11.3
200 2912 11.2
500 2912 11.0

Table 7.2: NAMD with blocking receives

after the daemons were shut down.

7.3 CPAIMD

Car-Parinelloab initio molecular dynamics (CPAIMD) ([20], [50], [6], [67]) can be used to study key

chemical and biological processes. Moreover it is a simulation methodology that also can be employed

in material science, solid-state physics and chemistry. CPAIMD methodology numerically solves Newton’s

equations using forces derived from electronic structure calculations performed “on the fly” as the simulation

proceeds. This technique can revolutionize a host of technological problems including molecular electronics

and enzyme catalysis.

We at the parallel programming laboratory have designed and developed our parallel implementation of

the Car-Parinello calculation. It was developed by Ramkumar, Yan-shi, Vikas Mehta and Sameer Kumar in

collaboration with Professors Glenn Martyna (IBM Research) and Mark Tuckerman (New York University).

We shall first briefly describe the CPAIMD calculation and then show the performance of several op-

timizations through the communication framework. Figure 7.4 shows the parallel structure of the Car-

Parinello calculation. Here the roman numerals show the phases of computation. It involves several si-

multaneous 3-D FFTs in phase I to transform the electron wave functions (represented as state files) from

Fourier space to real space. Once the states have been transformed from Fourier-space to real-space several

reductions are performed in phase II to generate a density matrix.

Phases III and IV compute the gradient correction and the exchange correlation energy of the density

matrix [70]. In phases V,VI the new densities are first multicast to all the states and then it is used to

compute forces through inverse 3d-FFTs. Phases VII and VIII normalize the states for the next iteration of

minimization, through ortho-normalization.
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Figure 7.4: Parallel Structure of the CPAIMD calculation

7.3.1 Communication Optimizations

CPAIMD is a very communication intensive problem. Several communication optimizations were necessary

to scale CPAIMD to thousands of processors. This application is an ideal case-study for the communication

framework. In this section we illustrate some of these optimizations.

The hardest problem in CPAIMD was that of multiple simultaneous FFTs in Phases I and VI. For exam-

ple a 32 water molecule system has 128 states. Each state is a 3-D Grid of points stored as planes in the 3-D

Grid. The states in the 32 water system have 100 planes. The 3D-FFT operation involves a transpose which

requires all-to-all communication. Two mapping are possible: i) all planes of the same state are placed close

to each other, ii) planes with the same index across all states are placed on the same processor.

Our experiments show that state mapping i has good performance upto 128 processors and mapping-ii

has better performance on larger number of processors. The main reason for this is the multicast operation

in phase V. With mapping-i this operation is more like an all-to-all multicast operation and with mapping-ii

it is a multicast to a small number of nodes.

With state mapping-i FFTs are either local or are performed on nearby processors and hence do not

become a performance impediment. However in mapping-ii the FFTs transpose message will go across the
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system to far-away nodes. To improve the performance of 3D-FFTs with mapping-ii we had to optimize

a many-to-many communication problem with a degree between 25-100. The key idea to optimize this

operation is to overlap computation with communication. As soon as a transpose message is received it is

processed and copied into the plane array. This processing can be pipelined with the message sends.

The streaming communication strategy can be used to optimize this operation. The choice of the bucket

is critical here. With a large bucket size few messages will be sent reducing communication overhead but

pipelining of messages with computation will not be achieved. A short bucket would lead to good pipelining

but suffer from a high communication overhead.

Processors Bucket Size CPAIMD step time (ms)
512 1 737
512 5 687
512 10 677
512 20 685

Table 7.3: Performance of streaming with bucket size on Lemieux

Table 7.3 shows the performance of the streaming strategy with different bucket sizes. The best perfor-

mance is achieved with a bucket size of 10 which achieves a good communication performance and overlap

of computation and communication.

Multicast: The multicast operation is phase V multicasts a large message to many processors. With

mapping-i it actually sends the message to all the processors in the system leading to an all-to-all multicast

operation. We used th Quadrics optimizations for all-to-all multicast presented in Chapter 4 to optimize this

operation and the performance improvements are presented in Table 7.4.

Processors Message Size (KB) Multicast Optimization CPAIMD step time (ms)
128 165 Pt-to-pt from Main memory 2067
128 165 Pt-to-pt from Elan memory 1268

Table 7.4: Performance of multicast optimizations on Lemieux

7.4 Radix Sort

The radix sort benchmark is a sorting program which sorts a random set of 64 bit integers, which is useful

in operations such as load balancing using space-filling curves. The initial list is generated by a uniform
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random number generator. The program goes through four similar stages. In each stage the processors

divide the local data among 65,536 buckets based on the appropriate set of 16 bits in the 64 bit integers.

The total bucket count is globally computed through a reduction and each processor is assigned a set of

buckets in a bucket map which is broadcast to all the processors. All the processors then send the data to

their destination processors based on the bucket map. This permutation step involves an AAPC and has the

most communication complexity. Radix sort is therefore a classic example of AAPC. The performance of

Radix sort with the 2-D mesh and direct strategies on 1024 processors is shown in Table 7.5. Here, N is the

number of integers per processor. The table also shows the approximate size of message exchanged between

the processors in the all-to-all operation. In Section 3.1, we showed that the combining strategies do better

than the direct strategy for messages smaller than 1KB (Figure 3.5). But in Table 7.5 2-D mesh strategy does

better than direct even for messages as large as 8KB. We believe this is because of the lower CPU overhead

of the 2-D mesh strategy (Figure 3.7).

N (ints per proc) Message Size (b) 2-D Mesh Direct
10k 200 1.63 9.94
100k 900 2.10 11.3
500k 4000 4.37 16.2
1m 8000 7.5 18.7

Table 7.5: Sort Completion Time (sec) on 1024 processors
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Chapter 8

Supporting Collectives in Network
Hardware

Collective communication is a critical communication operation involving all or a large number of pro-

cessors in the system. The previous chapters have described processor based collective-communication

optimizations that send several point-to-point messages. For example, Chapter 3 describes optimizations

for all-to-all communication that combine messages and send them along a virtual topology. This message

combining happens on processors. Another example is the broadcast operation, that can be implemented as

point-to-point messages sent along a spanning tree rooted at the source. The root processor sends messages

to its children. As the children receive message, they send those messages to all their children. This scheme

haslog(P ) phases of point-to-point messages. In each of these phases, messages would typically golog(P )

hops on a tree network, making the actual total number of phases of the software collectiveO(log2(P )).

Software collective optimization schemes have several other problems. For short messages, the broad-

cast completion time is dominated by the CPU and the network interface controller (NIC) overheads of

sending the messages. Large messages sent by the several children may contend for the same communi-

cation channels. Software contention avoidance schemes may have to use barriers to keep these messages

synchronized [37]. Good collective performance also requires that all intermediate processors immediately

process and forward the incoming message. Performance is affected if one of the intermediate processors is

running an operating system daemon [13], which can delay the collective operation. Moreover, with mes-

sage driven execution [29] and asynchronous collectives [30] it is possible that the remote processor is busy

doing other work and cannot process the message immediately delaying the broadcast completion.

For the above reasons, collective communication support is necessary in communication hardware. One
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of the approaches studied in literature implements collectives in the network interface. This can reduce the

CPU overhead of sending messages as the processors are less involved in the collective operation. This

scheme is also unaffected by operating system daemon issues. Performance improvement of network in-

terface reductions has been presented by Panda et. al. [46]. However, performance of such optimizations

can be limited by the slow NIC hardware. Such collectives still exchange several point-to-point messages.

So the broadcast overhead would still beO(log2(P )). Similar to processor based schemes, large messages

from different NICs could also contend with each other.

Hence, we believe that collective communication should be supported in the switching network. Both

multicasts and reductions should be supported in the switches. Here, the broadcast overhead is justO(log(P )).

On parallel systems with thousands of nodes, switch collectives will make a significant difference.

Some current clustering interconnects like Quadrics [57] QsNet [52] and Mellanox [45] Infiniband [1]

have multicast support in their switches. But multicast performance is restrictive as these switches have

input-queued architectures [43]. For example, in Quadrics QsNet only consecutive ports can be multicast to.

Input queuing architectures require complex centralized arbitration to achieve high utilization, and are not a

natural match for multicast [56, 44, 43]. Popular interconnects today also do not have reduction support in

their switche architectures.

In this chapter, a switch-based solution to optimize multicasts and reductions is presented. We pro-

pose an output queuing architecture with crosspoint buffering, to achieve higher performance with multicast

operations. We also show that output-queued architectures have better performance with point-to-point mes-

sages. In the past output queuing architectures have been less popular because they require higher internal

bandwidth and more memory. But with current ASIC technology, it is possible to build crosspoint-buffered

output-queued switches. A brief intuition showing the feasibility of output-queued routers is presented in

the next section.

Our solution derives from existing literature and further extends it. The architecture supports efficient

multicasts and reductions, as shown by the performance results in Section 8.3. With basic multicast and

reduction support in switches other collectives like barrier, all-reduce and all-gather can be easily imple-

mented in the network hardware. For example, all-reduce can be implemented as a reduce followed by a

broadcast.

We evaluate our switch architecture with several point-to-point and collective benchmarks, which eval-

99



uate throughput and latency of collectives on output-queued routers. We simulate independent switches and

networks of switches. To support collectives in the network a spanning tree has to be built on the network

topology, which is topology specific. Here, we assume a fat-tree topology [41, 53]. Fat-trees are a popular

network topology used by several interconnects like Quadrics QsNet [52], Infiniband [1], IBM SP networks.

Fat-tree networks have high bisection bandwidth and can be scaled to thousands of nodes. We also present

schemes to build collective spanning trees on fat-tree networks, and the performance of collectives using

those spanning trees. Our scheme conserves routing table entries, as only one tree is needed to multicast

data to a group with any leaf as the source.

We also present the network throughput and latency when several collectives happen simultaneously.

Applications like NAMD [54] and CPAIMD [70] need multiple such simultaneous collectives. The ad-

vantages of hardware collectives is shown through a synthetic benchmark that emulates the collectives in

NAMD.

8.1 Router Architecture

Several input and output queuing architectures have been proposed for high performance interconnect

switches. Input queuing (IQ) schemes allow simpler data flow but require centralized arbitration to achieve

high utilization. IQ routers also suffer from head of line blocking which restricts their throughput. Us-

ing multiple virtual channels and smart buffer management improves the performance of input-queued

routers [60, 64, 19].Virtual output queuing[44] (VOQ) can fully utilize the switch. Here each input queue

has reserved buffer space for every output queue. Virtual output queuing also has a centralized arbiter and

requiresO(K2) buffer space, where K is the number of ports.

We believe that switch design should have efficient support for multicasts and combines. Input queuing

(IQ) and virtual output queuing (VOQ) do not handle multicasts efficiently as they need centralized arbitra-

tion [56, 43]. VOQ can achieve full utilization for multicast if every input port has(2K − 1) queues [56, 43]

in a KXK switch, one for every possible subset of output ports. As this requires a tremendous amount

of memory, IQ multicast scheduling algorithms use heuristics. Performance can sometimes be severely

affected if there is contention for outputs by different multicasts [43].

Two schemes have been proposed to handle multicasts in IQ routers [43, 56, 44], (i) No fanout splitting,

and (ii) fanout splitting. Herefanout refers to the number of multicast destination ports. Inno-fanout-
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splitting, a multicast packet is only sent out if all destination ports are available in that arbitration cycle. The

crossbar is used only once, but no-fanout-splitting may require several arbitration cycles to send the packet

out and free the input buffer for that packet. No-fanout-splitting is good for multicasts with small fanouts.

In the fanout-splittingscheme, a multicast packet is sent to all output ports that are available in that

arbitration cycle. Here the multicast packet uses the crossbar bandwidth for several cycles. The maximum

achievable utilization for multicast is presented in [43], which is far from full utilization for many traffic

patterns. IQ multicast schemes can also have deadlocks in a network of switches.
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Figure 8.1: Output Queued Router Design
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Figure 8.2: Crosspoint Buffering flow control

In this Chapter, we show the effectiveness of output queuing for hardware collectives. Packets in output

queuing are buffered on the output ports of a switch before being sent out. Output queuing has distributed

arbitration where each output decides which packet to send independent of other outputs. Figure 8.1 shows
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an output-queued router with buffers at the outputs. This architecture is less commonly used as it requires

more internal speedup to let input ports talk to several output ports simultaneously. With current ASIC tech-

nology however, it is possible to build output queuing switches. We now present an intuition to demonstrate

the feasibility of such routers.

Feasibility of the Output Queuing architecture:Suppose we plan to build an Infiniband 4X switch with a

bandwidth of 10Gbps per port. We would also like to support 20m cables or 200ns of round trip time (RTT)

. Hence, we would need atleast 250 bytes of memory at each crosspoint. It is usually good to have two or

four RTTs for good switch performance. For an 8 port switch the total memory requirement is about 64KB

which is easily available in modern ASICs. For a 32 port switch we need 512KB to 1MB of buffer space.

With current ASIC technology this should still be possible.

Popular output queuing routers in the past have used shared buffers between output ports [60]. Such

shared buffer schemes have limited scalability with respect to link bandwidth and number of ports. We use

crosspoint buffering in our router architecture to make the router support high bandwidth links efficiently.

Cross-point buffering guarantees that there is a reserved buffer for each pair of input and output ports. A

graphic description of cross-point buffering is shown by Figure 8.2. Each input port has some reserved mem-

ory on every output port. Hence the total buffering required isO(P 2). Packets arriving on input ports are

immediately sent to the crosspoint determined by the destination output queue. Our output queuing router

with cross point buffering is similar to the SAFC scheme presented in [64]. But [64] only presents the point-

to-point performance on one switch. We are mainly concerned with multicast and reduction performance on

one switch, and on networks of switches.

We use virtual cut through routing and credit based flow control [5] between switches. Each switch

keeps track of the buffer space available in the next switch. Packets are only sent out if buffer space is

guaranteed on every port of the next switch. With crosspoint buffering this implies that all crosspoints for

the current input port should have buffer space available for this packet. The flow control is implemented

through a credit counter. This counter is initially set to the maximum buffer space at each crosspoint and

as packets are sent out it is decremented. When ever the next switch dispatches a packet it sends back the

credits to receive more packets.

We show in the next few sections that multicasts and reductions are efficient and easy to implement in

such an output-queued architecture.
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8.1.1 Multicast

Our credit based flow control scheme ensures that when a packet is sent out buffer space is available on all

cross-points corresponding to this input port. So for every multicast buffer space will be available on every

output port. On arrival, the multicast packet is immediately sent to all the ports determined by the destination

address. The multicast packet only uses the crossbar once. Flow-control credits for this multicast packet are

only sent back after all multicast packets have been sent out. Hence this scheme can achieve full throughput

and also avoid deadlock issues of input queuing schemes.

8.1.2 Reduction

K+1 X.
..

....

Input 0 Output 0

Output 1Input 1

Input K−1

Combine Unit

Output K−1

K+1
Crossbar

Figure 8.3: Switch Design with Combine Unit
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Figure 8.4: Combine unit architecture in the Output-Queued Router
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Our design also supports theCombineoperation which can be used to support reductions and barriers

in hardware. We extend the barrier combine unit presented in [59] to perform reductions. The combine unit

receives packets from the crossbar output and performs reductions. Every reduction has access to local state.

For example, in the global sum operation the local state can store the current partial sum. For a global array

sum, the local state could be an array of floating point numbers. This local state is updated by the combine

unit whenever a reduction packet arrives. After all reduction packets have been processed, the combine unit

sends a reduction packet back into the crossbar to be sent to the parent switch in the spanning tree.

The combine unit connects from the output port through a feedback to an input port in the switch, as

demonstrated in Figure 8.3. The combine unit behaves like any other output port in the switch. Reduction

packets arriving on input ports of the switch are buffered at the output port connected to the combine unit
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before being processed. The architecture of the combine unit is shown in Figure 8.4.

It can take a few cycles to receive reduction packets, as the entire packet is needed to detect errors. (We

do not explicitly simulate errors but we do model the delays.) The header of the packet is stored in the

control register. The combine logic uses the address in the packet header to lookup the routing table for the

local state of the current reduction. In the following cycles the logic unit computes and updates the local

state based on the data from the packet.

For short reductions and barriers it may be possible to pipeline packet arrival and computation to process

one packet every cycle [59]. But for larger reductions involving several data points, the combine unit may

stall on each combine operation. In switches with a large number of ports, a single combine unit will become

a point of contention. As ASIC speeds are much slower than custom designed CPU speeds, this may hamper

the overall efficiency of the global reduction operation.

Figure 8.5 shows the switch architecture with ’r’ combine units. The combine units are organized as a

tree withr − 1 leaves and one parent (Figure 8.6). The leaves process the reduction packets from a subset

of ports and pass their partial result to the root of the tree. Such a hierarchical design scales to more number

of ports as several combines at the leaves can happen simultaneously. In Section 8.3.2, we show that with

r << K we can achieve good performance. Hence, the reduction units are only a small additional overhead.

8.2 Building a collective spanning tree

Spanning trees are essential to support collectives in the network hardware. These spanning trees can be

directed trees where packets only travel in one direction on each hop. A broadcast with one source needs

such a tree. If the network time to do a broadcast does not depend on the root of the spanning tree, we can

also build undirected spanning trees for broadcasts. Here any leaf of the tree can do a broadcast with the

same overhead. It is possible to build such a tree in a fat-tree network. The time to do a broadcast would

beO(log(P )) independent of which leaf has sent the broadcast message. Our switch design has support for

undirected spanning trees. Such undirected trees save routing table memory as any leaf can send messages.

With directed trees [59] each sender would require a separate tree.

The routing table has a bit vector of destination ports for each collective address, as opposed to a parent

and a list of children. For a multicast operation, packets are sent to all ports except the port on which the

packet arrived on.
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We implement combines as follows: suppose a routing table destination bit-vector has k outputs set,

then the combine manager would process k-1 reduction packets and send the current partial result to the

remaining port on which it did not receive a packet.

Both multicasts and combines use the same routing table entries. The tag in the packet determines

whether the operation is a multicast, barrier, reduction etc.

8.2.1 Fat-tree Networks

���
���
���

���
���
���

Level2

Level1

Level0

Figure 8.7: Fat-tree with 16 nodes

In this section, we describe our design to build collective spanning trees on network topologies. We

take fat-trees as an example of an interconnect topology. Fat-trees are generalizations of k-ary n-trees [53].

Figure 8.7 shows a 4-ary 2-tree network. Routing in a k-ary n-tree has two phases, (i) the upward phase

where a packet is sent to any of the lowest common ancestors of the source and the destination, (ii) the

downward phase where the packet is routed from this ancestor to the destination through a fixed path.

This scheme can be extended to support collectives as follows: a multicast packet is sent to one of the

lowest common ancestors of all the nodes from where it is routed to all the destinations in the tree. The

advantage of using one common ancestor for all the nodes is that the spanning tree can be used by any leaf

to do a multicast.

Collective tree algorithms for the Quadrics QsNet are presented in [11]. Here several trees are built to

support hardware multicast on a discontinuous set of nodes. This is because the Quadrics network can only

multicast to a contiguous set of nodes. Our switch architecture places no such constraints. We propose

schemes to build several spanning trees to support multiple simultaneous multicasts and reductions.

Figure 8.7 illustrates a simple collective tree building algorithm. In the figure, the portK − 1 (upper

right corner port in the switch) is used to go up to the lowest common ancestor of all the nodes. Routes from
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this ancestor to all the destinations constitute the spanning tree. This simple scheme would lead to a load-

imbalance among the top level switches when several multicast trees need to be built. An more effective

tree building algorithm is presented below :

buildTree(id, destlist, swlist, tlist, up)

id : the switch id of the current switch

destlist : list of processor destinations

swlist : list of previous switches

tlist : list of treeInfos, where each

treeInfo contains the list of output ports

at that switch

up : boolean flag that shows direction

begin

swlist.insert(id);

//Need to go further up

if(!inHighestLevel(id, destlist) && up) {

parent = leastLoadedParent(id);

buildTree(parent,destlist,swlist,

tlist, true)

}

//Going down in the fat-tree

for count : 0 -> numPorts/2 - 1

if(child[count] routesto destlist) {

tlist[my_pos].insert(count);

buildTree(child[count],destlist,

swlist,tlist, false);

}

end

Here leastLoadedParent()gets the least loaded parent for the current switch. The load of the switch

is determined by the number of multicast trees passing through that switch. This algorithm minimizes

contention on the upward path of the packet. It also load-balances the routing memory required for each
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Figure 8.8: Throughput on a 256 node network with 8 port switches and 2 packet buffers

collective operation by choosing switches with fewer collective trees passing through them.

8.3 Network simulation

We simulated switches with the above architecture using POSE [72] which is a parallel event driven simula-

tion language. We simulated 8 port and 32 port routers in a fat-tree topology with adaptive routing. Table 8.1

shows the parameters of our simulation. These parameters are derived from Infiniband 4X interconnects.

Parameter Value
Bandwidth 10 Gbps
Packet Size 256 bytes

Channel Delay 20 ns
Switch Delay 90ns
Switch Ports 32
ASIC Speed 250 Mhz

NIC Send Overhead 1300 ns
NIC Recv. Overhead 1300ns

Table 8.1: Simulation Parameters

We first present the throughput and packet latency of point-to-point communication using the well

known communication patternstranspose, bit reversal, complement and uniform. We simulated a 256 node

fat-tree network with 8 port and 32 port output queuing switches. We also varied the amount of buffer space
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Figure 8.9: Latency on a 256 node network with 8 port switches and 2 packet buffers
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Figure 8.10: Throughput on a 256 node network with 8 port switches and 4 packet buffers
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Figure 8.11: Latency on a 256 node network with 8 port switches and 4 packet buffers
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Figure 8.12: Throughput on a 256 node network with 32 port switches and 2 packet buffers
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Figure 8.13: Latency on a 256 node network with 32 port switches and 2 packet buffers
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Figure 8.14: Throughput on a 256 node network with 32 port switches and 4 packet buffers
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Figure 8.15: Latency on a 256 node network with 32 port switches and 4 packet buffers

at each crosspoint in the switch.

Figures 8.8, 8.9, 8.10 and 8.11 show the throughput and response times with 8 port switches. Fig-

ures 8.12, 8.13, 8.14 and 8.15 show the performance of 32 port switches.

Performance is best with 32 ports and 4 packets for each crosspoint. With 32 port switches the fat-tree

has 32 switches organized in two levels. Since complement is contention free [53, 22] its throughput is

100% at full load. Uniform, Transpose and Reversal also have good throughput of about93%. This high

throughput is due to output queuing, adaptive routing [4] in fat-trees and the fact that there are only two

levels or 3 points of contention in the entire network. Response times are also good for Complement and

Uniform and only blow up for Transpose and Reversal for load factors greater than 0.9.

A performance evaluation of 8 port input-queued routers and a 256 node fat-tree networks is presented

in [53]. Our output queuing routers perform better for all permutations with close to full throughput.

8.3.1 Multicast Performance

The performance of multicast on an 8 port switch is presented in Figure 8.16. Here each port sends to a

packet to random destinations and with an average fanout of 4. Packets are generated on each port with a

Poisson distribution with a mean inversely proportional to the load factor.
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Figure 8.16: Response time for multicast traffic on an 8X8 switch with an average fanout of 4

As the mean fanout of the multicast is four, performance saturates at a load factor close to 0.25. Infact,

this is the maximum achievable throughput with a fanout of 4. With only two nodes sending data the

performance of multicast saturates at a load factor of 0.8, as shown in Figure 8.17. These results are better

than the performance of virtual output-queued routers, presented in [56], where for un-correlated traffic with

fanout of 4 the performance for a 2X8 switch is 0.65 and for an 8X8 switch it is 0.22.

Figure 8.18 shows the multicast latency for a 256 node fat-tree network. Here each node sends a mul-

ticast packet to a random set of destinations with an average fanout of 8. It can be seen that the latency is

stable for load-factors under 0.125, showing the effectiveness of our scheme on a network of switches.

8.3.2 Reduction Performance

The simulated performance of a reduction is shown in Figure 8.19 for a fat-tree network with 256 nodes.

With only one reduction a network with 8 port switches performs better than a network with 32 port switches

for message sizes greater than 64 bytes. The 32 port performance degrades with increasing message size

because of the stalls in the reduction pipeline for large packets (Section 8.1.2).

Multiple combine units enhance the performance of 32 port switches. Reduction completion time with

32 port switches and 5 combine units is shown in Figure 8.19. (Reductions on fat-tree networks use only

one port in the upward path and a maximum of K/2 ports. Hence the effective number of combine units is
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Figure 8.17: Response time for multicast traffic on a 2X8 switch with an average fanout of 4
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Figure 8.18: Multicast response time on a 256 node fat-tree network with an average fanout of 8

114



 0

 2

 4

 6

 8

 10

 12

 14

 0  16  32  48  64  80  96  112  128  144  160  176  192  208  224  240

la
te

nc
y 

(u
s)

Reduction Size (bytes)

32 Ports, r=1
8 Ports,r=1

32 Ports,r=3

Figure 8.19: Reduction Time on 256 nodes

actually 3.) Notice this performance is good even with large reductions. This shows that a small number of

reduction units can achieve good performance for large messages.

8.4 Synthetic MD benchmark

In this section, we present the advantages of having hardware collective support in the network. We present

the performance of a synthetic benchmark that emulates our molecular dynamics application NAMD. Pro-

cessors in NAMD multicast coordinates to a small subset of processors which compute forces on those

atoms and return results back to the source processor. In the synthetic benchmark,P/16 processors multi-

cast data to random destinations with an average fanout of16. In the benchmark on 256 nodes, 16 nodes

send multicast messages with an average fanout of 16. Here fanout represents the number of destination

nodes of a multicast.

Figures 8.20 and 8.21 show the performance of this synthetic benchmark with hardware multicast and

multicast with point-to-point messages on 256 nodes. The figures clearly show the advantage of hardware

multicast. As the network with 8 ports has more levels of switches and hence more points of contention,

hardware multicast has more performance gains. On parallel systems with thousands of nodes even with 32

port switches there will be several levels and more contention for switch outputs. We believe that perfor-

mance gains of hardware collectives on such large systems are indicated in the 8 port plots.
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Figure 8.20: Comparison of hardware multicast and pt-to-pt messages for several small simultaneous mul-
ticasts of average fanout 16
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Chapter 9

Summary and future work

This thesis described strategies to optimize communication in parallel applications. We presented three

types of optimizations,

1. Low level techniques that optimize the runtime system to a vendor communication API, specifically

taking advantage of network interfaces with co-processors.

2. Development of new collective communication algorithms that scale with good performance.

3. An object based adaptive communication framework that implements smart communication strate-

gies and can switch them at runtime. This swith is based on the network architecture and dynamic

application patterns observed through instrumentation.

The QsNet communication layer of the Charm runtime system implements many of the ideas presented

in this thesis. The well known bio-molecular modeling program NAMD implemented using this machine

layer on top of QsNet was awarded the Gordon bell award at SC’02 and later scaled to 1TF of peak perfor-

mance.

The object based communication framework has dynamic strategy switching capabilities, as it can

choose the best strategy based on the communication patterns in the application, using an analytical model

to predict the performance of the different communication strategies. Strategy switching is demonstrated

for all-to-all communication in this thesis with synthetic benchmarks.

This thesis also emphasized the importance of the CPU involvement in collective communication. On a

large number of processors, all-to-all operations can take several milli-seconds to finish. With a co-processor

in the network interface, the CPU is relieved from communication and can compute while the messages are

in flight. Hence the all-to-all operation can be (and should be) overlapped with computation.
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The future explorations for this thesis include development of several other dynamic learning schemes.

For example, a streaming learner could choose between streaming, mesh streaming and direct message

sending. The decision could be based on how many messages objects send, to how many different processors

they send to etc.

More accurate prediction of all-to-all communication could be made through a network simulation that

models the contention in the network too. Such a network simulator could be tied into the communication

framework and be invoked to make predictions at the fence step.

It will be interesting to see how the strategies do on a large configuration of BlueGene/L. New strategies

may also have to be developed for the 3d-torous BlueGene/L topology.

In this thesis, we extended the strategies for all-to-all communication to uniform many-to-many com-

munication with short messages. We also studied a selected set of non-uniform many-to-many patterns. A

generalized framework that works well for all on a large set of many-to-many patterns would be useful.

Moreover, with large messages, the contention free permutations could also be applied to many-to-many

communication. However, in this case all processors may not be able to send data in every phase. We leave

design of such strategies to future work.

We also handled object migrations through forwarding. The array maps were only reset at fence steps.

Strategies could update these maps in a distributed manner at a faster rate than the periodic fence steps. Such

schemes will be valuable, if they add no overhead to the common scenario where migrations are infrequent.
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fault tolerant runtime for charm++ and mpi. In2004 IEEE International Conference on Cluster Com-

puting, San Dieago, CA, September 2004.

126



Author’s Biography

Sameer Kumar was born and grew up in a small town in central India. He received the B. Tech. degree in

Computer Science from Indian Institute of Technology Madras, India in 1999.

Sameer earned an MS degree in Computer Science from the University of Illinois at Urbana Champaign

in 2001. His Master’s thesis was on the design of anAdaptive Job Scheduling for Timeshared Parallel

Machines.

On completion of the MS program, Sameer started working on communication optimizations by first

designing a machine layer for the Charm runtime system on top of Quadrics QsNet at the Pittsburgh’s

Lemieux machine. A paper co-authored by him on scaling the molecular dynamics program NAMD was

one of the winners of the Gordon Bell award in SC2002, using this machine layer. Sameer later worked on

the communication optimization framework, which became the core of his thesis.

On completion of his PhD, Sameer will join the IBM T. J. Watson Research Center on a post doctoral

position.

127


