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ADCIRC-CG

e ADCIRC-CG : FORTRAN based MPI code

e > 100k SLOC




AMP

e Fach AMPI| Ranks run in a user level thread

 Breaks the Rank <=> Process assumption

e Supports migratability and therefore load balancing




TLS Privatization

* Thread local storage is supported in FORTRAN

e -fOopenmp

e Can also be leveraged by Charm++ user level threads




TLS in FORTAN

e Over 2,000 module variables in ADCIRC-CG
* Motivating an automatic transformation approach
e Fortran global state has several complications

e Variables declared at the Module level are global <- TLS

* Variables declared with Parameter attribute are constant and cannot be thread local




FORTRAN 1/O

« FORTRAN I/O assigns the Logical Unit Number (LUN) in every 1O statement.

* Roughly equivalent to a stream or file identifier, the LUN is global to the FORTRAN
runtime.

o Therefore, each virtual rank performing file operations must have its own LUN

« Code transform must alter each |/O operation to add a virtual rank offset to every LUN




Semi) Automatic FORTRAN
AMPIlzation

FLANG was not (still not) at a level where it could support these

Actual transformation are relatively simple

* Perl implementation using REGEX based parsing of FORTRAN variable declarations and 1/O
statements

Adds thread private only where necessary

LUN privatization module




| UN Migration

* Implement about_to_migrate callback
e Record each open file and its LUN data

* Close each open file

* Implement just_migrated callbac




ADCIRC Status

* Runs in AMPI on SMP and non-SMP

* |nitial port ran into a hang bug when virtualization ratio > 1 OR PPN >1

* Symptom was MPI_WAITSOME returns MPI_UNDEFINED (-32768) in the count of
completed receives.

e Further study indicated a bug in the AMPI implementation of MPI_WAITSOME

* Fixed by Sam White
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Future Work

e Implement transforms in FLANG - Justin

 Metabalancer integration to trigger balancing when
necessary

* AMPI improvements to sub-communicator collective




