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Abstract

Operating chips at high energy-efficiency is one of the major challenges for modern large scale supercomput-
ers. Low voltage operation of transistors increases the energy efficiency but leads to frequency and power
variation across cores on the same chip. Finding energy-optimal configurations for such chips is a hard
problem. In this work, we study how integer linear programming techniques can be used to obtain energy
efficient configurations of chips that have heterogeneous cores. Our proposed methodologies give optimal
configurations as compared to competent but sub-optimal heuristics while having negligible timing overhead.
The proposed PARSEARCH method gives up to 13.2% and 7% savings in energy while causing only 2% in-
crease in execution time of two HPC applications - miniMD and Jacobi, respectively. Our results show that
integer linear programming can be a very powerful online method to obtain energy-optimal configurations.

Keywords: FEnergy, Power, Optimization, Multicore chips, Low Voltage Computing, Near Threshold
Voltage Computing, Process Variation, Heterogeneity, Integer Programming, Quadratic Integer
Programming

1. Introduction

Future microprocessor chips are expected to have variations across the many cores because of the variation
in the CMOS manufacturing process. The variation across the chip is expected to further increase with low
voltage operation. Chips with low voltage operation have high energy efficiency that is required to build
an exascale machine with a power budget of 20MW set by the U.S. Department of Energy. Therefore, it
is accepted in the High Performance Computing (HPC) community that there will be heterogeneity across
cores of the future generation chips [3]. Frequency and static power consumption of the cores on the same
chip can be very different. Low voltage operation can cause up to 50% variation in frequency across the
cores of the same chip. Variation across multiple cores on the same chip can also be obtained on the recent
Intel® Haswell chip which allows independent core-frequency scaling, that is, various cores on the same
chip can be controlled by the user to run at different frequencies. However, unlike the Intel® Haswell chip,
heterogeneity across the cores in a chip with low voltage operation will be forced on to the user (unless all
the cores are made to run at a minimum frequency, which will be a very inefficient design).

Energy is one of the biggest challenges faced by the HPC community. Data centers worldwide consumed
energy equivalent to 235 billion KWh in 2010, which is 2% of total US electricity consumption. CPU
accounts for about 65% of the total power consumption of a supercomputer [55]. Therefore, minimizing
CPU energy consumption is critical for overall savings in the energy costs of a data center. In this work,
we focus on intelligent selection of the cores on a chip with variation for running parallel HPC applications
such that the energy consumption of the chip is minimized given execution time constraints. To provide the
necessary background, we discuss the variation in future chips, the programming systems that can mitigate
the impact of heterogeneity on application performance, and performance modeling of the chip in the wake
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of heterogeneity. We formulate the energy minimization problem with constraints on execution time as
a constrained optimization problem. The problem is a cubic integer programming problem and is hard to
solve. This paper extends the material presented in our previous publication [35] by developing new methods
that give competitive configurations with very high accuracy while taking magnitudes of order lesser time
to obtain the solution. We propose two methods namely the TRANSFORMEDQP [35] and the PARSEARCH
method to solve this problem. We show that while the former method gives optimal configurations, it takes
more time to obtain the solution. On the other hand, PARSEARCH method gives near-optimal configurations
(that are within 99.8% of the optimal configuration in energy efficiency) and has very small overhead as
compared to TRANSFORMEDQP method. We also propose a very fast GOODCORES heuristic that gives
competitive configurations in cases when the allowed execution time penalty on the application is high. Our
results show that intelligent selection of cores using integer programming can lead to significant savings in
energy costs with very small increase in execution time, while incurring negligible overhead to obtain the
solution.

The paper is divided into 7 sections. In Section 2, we perform a survey of literature on energy optimiza-
tions for HPC workloads. In Section 3, we discuss process variation that leads to heterogeneity across the
cores on a chip, and performance modeling for such chips. The proposed methods, TRANSFORMEDQP and
PARSEARCH, for energy minimization are discussed in Section 4. The evaluation setup is given in Section 5,
which is followed by results and their analysis in Section 6. Finally, we conclude the paper with conclusions
and future work in Section 7.

2. Related Work

In the past, the emphasis has been on minimizing the completion times of the HPC applications. How-
ever, such solutions could have excessive energy consumption and hence high energy costs for the data
centers. Consequently, minimizing energy consumption has become a major challenge for high performance
computing data centers, especially with the increase in the size of the data centers. Hence, minimizing
energy consumption has been a subject of intensive research over the past several years.

Dynamic power consumption of a chip is known to be a function of the frequency of the chip [23].
Applications do not yield proportionate improvement in performance with the increase in frequency of the
chip, and therefore frequency is scaled down to reduce the power consumption of the chip while having
tolerable impact on the completion time of the application. Modern processor architectures allow users to
control the frequency of the chip through DVFS modules. There have been many studies on the use of DVFS
for energy efficient computing for HPC [44, 38, 48, 27] and multicore [8] workloads. Rizvandi et al [42] make
some observations on optimal frequency selection in DVFS-based energy consumption minimization. Etinski
et al [20] present a model that predicts the upper bound on performance loss due to frequency scaling. They
study how sensitivity of the application to frequency scaling together with cluster characteristics determines
the effectiveness of DVFS for energy consumption optimization. Wang et al [56] propose an energy aware
scheduling heuristic that studies the slack time of non-critical tasks, and extends their execution time (by
using DVFS) to save energy without affecting the overall execution time of the job. Alonso et al [9] propose
methods of improving power efficiency of dense linear algebra algorithms on multi-core processors using
slack control. Vishnu et al [54] leverage DVFS to use the slack in one-sided communication primitives of
PGAS for energy efficiency.

Lower core frequency also leads to lower core temperatures. DVFS has also been used for controlling the
temperature of the chips, which reduces the temperature of the hot spots, that is, the nodes with highest
temperature in the data center. Lower temperature of the hot spots means reduction in the cooling energy
required to keep the temperatures of the hot spots at the room temperature, thereby reducing the cooling
energy costs of the data center. There has been a significant amount of work on various strategies for
reducing the cooling energy of HPC and non-HPC data centers [10, 50, 41, 11, 57, 58, 49].

Energy efficiency has been studied extensively in the context of large scale cloud computing as well [59,
52]. The richness of the literature on energy optimization for data centers establishes the importance of this
work.



Recent processor architectures, such as IBM Power6 [13], IBM Power7 [15], AMD Bulldozer [4], Intel®
Sandybridge [43], provide the user with the ability to control the power consumption of CPU, DRAM,
etc. The ability to constrain the power consumption of nodes provides the flexibility to add more nodes
to the data center while remaining within the same power budget. This is also called overprovisioning. In
our previous work ([45, 46]), we have shown significant improvement in performance of a data center by
using overprovisioning under a strict power budget. We have also shown the benefit of using integer linear
programming methods for improving the performance of applications on chips with low voltage operation
under a strict power budget [51]. In contrast, the focus of this work is on minimizing the energy consumption
of the chips, which is an even harder problem to solve because of the cubic and quadratic terms involved in
the formulation of the problem.

Previous work (e.g. [33]) has proposed heterogeneous chip designs that have custom designed cores for
a given set of target workloads. Different cores are designed to cater to different classes of applications.
On the contrary, heterogeneity in the low voltage chips is inherent in the manufacturing process. Integer
linear programming has been used in the past in the context of homogeneous multiprocessor chips. Kadayif
et al [28] use integer linear programming for determining the optimal number of cores that will be used in
executing each nest in the code of array-intensive applications under energy and performance constraints.
Power Aware Resource Manager, PARM, proposed by Sarood et al [45] uses Integer Linear Program (ILP)
to schedule and determine the optimal allocation of power and compute nodes to jobs submitted to a data
center. Venugopalan et al [53] propose the use of ILP for optimal task scheduling on multiprocessors. To
the best extent of our knowledge, energy efficiency in the context of chips with low voltage operation has
not been addressed before.

3. Preliminaries

In this section, we review the causes of heterogeneity for future generation chips, and its impact on
performance of parallel applications, such as load imbalance. We then briefly study some of the program-
ming systems that can overcome the impact on applications performance by performing load balancing
of over-decomposed tasks. Finally we discuss some performance models that can predict an application’s
performance in such a heterogeneous environment. The performance models will be used in the next sec-
tion (Section 4) for optimal selection of cores for energy-efficient computing. More details about these
preliminaries can be found in previous work [51].

8.1. Process Variation

Operating at low voltage leads to increase in energy-efficiency of the chip. High energy efficiency of
operation at low voltages has been established for 65, 45, 32, 22 nm technologies [32, 7, 25, 31]. Kaul et
al [32, 30] show that as the supply voltage of the transistor is reduced, the energy efficiency increases, and
is maximum near the threshold voltage of the transistor. At threshold voltage, energy efficiency is 10x
as compared to at the nominal supply voltage. However, as the supply voltage reaches near the threshold
voltage, even a small change in the supply voltage leads to large spread in the frequency of operation.
Therefore, different cores will be operating at different frequencies in a manycore chip. Leakage power also
varies significantly across chips. More challenges associated with low voltage operation can be found in [30].
Nearest frequency of operation is assigned to these cores as shown in Figure 1.

3.2. Programming Systems

HPC applications are highly synchronized applications. For example, in many applications all the pro-
cessors synchronize after every iteration (or every few iterations) to exchange neighbor boundaries. Hence,
the speed of execution of a parallel HPC application is only as fast as the speed of the slowest processor. Of
course, this is true only if the workload is distributed equally to the processors. When the processors have
different speeds, the work load assigned to a core should be proportionate to its speed of operation. In order
to do so, the total work has to be over-decomposed into many small tasks (more than the number of cores),
such that it can be evenly distributed to the cores in proportion to their frequencies. It is not always possible
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Figure 1: An example of core frequencies in a manycore chip with variation across cores.

to ensure load balance in such a situation. For example, if there are two processors with frequencies f and
0.75f, and there are three equal sized tasks, then it is impossible to achieve perfect load balance. However,
as the total number of tasks increases, the load imbalance decreases (provided an intelligent algorithm for
load distribution is being used). Previous work [51] has shown that with an over-decomposition level of 16
(that is, the number of tasks to number of cores ratio is 16), the load imbalance can be contained to within
2-6% of the total execution time of the application. There are many parallel programming languages that
over-decompose the total work into many small tasks. Some examples of such distributed parallel program-
ming languages are Charm++ [6], AMPI [26], etc. For shared memory machines, Cilk [14], OpenMP [19],
etc. are some examples of programming models in which the work is divided into chunks (for example,
iterations in for loops in OpenMP) that can be dynamically assigned to processors during runtime.

For our proposed method, no changes are required either in the programming language or in the code
(except possibly the addition/use of a variation aware load balancer).

3.8. Performance Modeling

In this section, we discuss the models to predict the performance (execution time or instructions per
cycle) of a parallel HPC application on any configuration of a heterogeneous manycore chip. A configuration
is a subset of the cores on the chip on which the parallel application will be executed. Other cores on the chip
are turned-off so that they do not consume any static power. A good configuration of the chip for a given
HPC application minimizes the total energy consumption during the execution period of the application.
It is practically infeasible to evaluate all possible configurations of the chip for every application because
the total number of configurations is combinatorially large. For example, when the number of cores on the
chip is 36, the total number of possible configurations is 236 — 1 ~ 6.87e10. Therefore, performance models
are required that can predict the performance of an application for any configuration. The model should
require minimal profiling information of the application to be collected, so that the overhead of developing
the performance models is negligible.

We now review the performance models for manycore heterogeneous chips from previous work [51]:
Model 1: All the cores can be individually profiled for the application, and the performance for a given
configuration could be modeled as the sum of the performance of the individual cores in the configuration

(c).

S=> s (1)

i€c

where, s; is the performance (instructions per cycle) of core ¢ for the focal application when the application
was run only on core i, and S is the predicted performance (instructions per cycle) for configuration ¢ for
the focal application. This model will predict performance accurately only for computationally intensive
applications in which there is no memory contention. For memory-intensive applications, this performance
model will fail to predict the performance for a configuration because it just adds the core performance
which was obtained when they were running individually, and does not model the contention for the shared
resources, e.g. memory, when multiple cores are running simultaneously.
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Model 2: The application execution time is divided into two components: T, corresponding to CPU
time and Tyem corresponding to memory time (as in [24, 18, 17, 47]). And the performance is modeled as

Tcpu

S ofi

i€c

T =

+ Tmem (2)

where, f; is the frequency of core i, and T is the predicted execution time of the application. The weakness
of this model is that it fails to incorporate the number of cores that are accessing the memory, and treats
the memory time as constant irrespective of the cores that are accessing the memory.

Model 3: In this model, we construct as many model functions as there are number of cores on the
chip. There is one model for all the configurations with the same number of cores. For instance, if there are
36 cores on a chip, 36 functions are developed. In this way, this model incorporates the number of active
cores in performance prediction. Each of these functions is a linear function of the sum of frequencies of the
cores in the configuration. The performance (instructions per cycle) function for all the configurations with
k cores is modeled as:

S=ar(d_ fi)+b (3)

i€c

where, ay, by are line constants for all configurations with k cores, and S is the instructions per cycle of
the configuration. Only two performance data samples are required to get the value of the constants, aj
and by, for this function. These samples correspond to instructions per cycle for any two configurations
with k cores. Since there are n functions, 2n samples are sufficient to develop the complete model for an
application (although more samples can increase the accuracy of the model). The overhead of sampling
the data to generate the model is negligible as compared to the execution time of HPC applications, which
can be from hours to days. In previous work [51], it is shown that the prediction accuracy of Model 3 is
very high. The average prediction error in performance is less than 1.6%, and 0.7% for a computationally
intensive and a memory intensive application, respectively. Simulated performance was obtained using the
Sniper simulator, discussed in detail in Section 5. Similar to performance, the dynamic power consumption
of a configuration could be modeled accurately using Model 3, that is,

P=A>_f:)+ B

i€c

where P is the dynamic power of configuration ¢, Ar and By are line constants. It has been shown in
previous work [51] that the maximum prediction error of Model 3 for dynamic power is less than 2%.

4. Energy Optimization Approach

In this section, we describe our approach for optimizing the energy consumption during application ex-
ecution. The total energy is computed as the power consumption integrated over the duration of execution
of the application, that is, power consumption multiplied by the execution time of the application. We use
Model 3, described in the previous section, to model the execution time and dynamic power consumption
of any configuration. According to Model 3, the linear function for performance and dynamic power con-
sumption of a configuration depends on the number of cores in the configuration. Therefore, the energy
consumption can be defined as

N
(ng * (af Z z; fi + bF + Z s;xi) * (ab, szfl +b4))

k=1 i i i

where, ny is a binary variable indicating whether the selected configuration has k cores (ng can be 1 only

for one value of k) , z; is a binary variable indicating whether i** core is selected, al Zazz fi + b} is the

K2
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Table 1: Constrained Optimization Program Terminology

Symbol Description

n total number of cores on the chip
c a configuration
k an index variable used to represent number of cores in a configuration
ng binary variable indicating whether the selected configuration has k cores
T; a binary variable indicating whether core i is selected or not in a configuration
fi frequency of core 4
f a variable that equals the sum of the frequencies of the cores in the selected configuration,
that is, f = lefl
1
S; static power consumption of core i
al, bt line constants for performance model of configurations with &k cores
ap, by, line constants for dynamic power model of configurations with k cores
tmin minimum execution time of the application across all the configurations on the chip
tp penalty in execution time, maximum allowed execution time is (1 + 1%) X timin

dynamic power consumption of the configuration, s; is the static power consumption of core i, E 8T 1S

7

the total static power consumption, and af, Z x; f; + b}, is the execution time of the application. The energy

i
minimization problem can then be formulated as a constrained optimization problem. The formulation is
given in Equations (4)-(8) (Program 1). Terminology used in this section is defined in Table 1.

Objective Function

n n—1 n—1 n—1
min an* (a£2xifi+b£+25ixi) * (aZinfﬁbZ) (4)
k=1 =0 i=0

=0

Select One Value of k

an =1 (5)
k=1

Total Number of Cores Equals k

n—1 n
i=0 k=1
Variables Range

Vi e [0,n), z; €{0,1} (7)
Vk € (0,n], nie€{0,1} (8)

Program 1: Original optimization program for minimizing energy consumption. The
objective function has cubic terms.

Constraints in the above formulation are linear constraints that ensure that a valid configuration is
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selected. However, the objective function has a cubic expression. This constrained optimization problem can
be readily solved by solving n quadratic integer programs. Each of these quadratic integer programs chooses
the best configuration amongst all the configurations with the same number of cores. The best performing
configuration is then chosen from amongst the optimal configurations returned by the n quadratic integer
program optimizations. In this way, the global optimal configuration can be found by optimizing n quadratic
programs (Algorithm 1). The quadratic program that selects the best configuration from amongst all the
configurations with k cores is given below in Equations (9)-(11) (Program 2).

Algorithm 1 Algorithm for obtaining the globally optimal configuration by solving n quadratic programs

for k € [1,n]:
//Obtain the best configuration amongst all configurations with k cores
Ci. = EnergyQP(k)

//energy(C ) is the total energy consumption of configuration C,
Optimal Configuration = {Cy|energy(Cyk) is minimum for k € [1,n|}

Objective Function

n—1 n—1 n—1
min (ak, Z xi fi + by + Z siwq) * (al Z zifi + bl) (9)

i=0 =0 =0

Total Number of Cores Equals K

n—1
wi=K (10)
=0

Variables Range

Vie[0,n), ;€{0,1} (11)

Program 2: Program for finding the minimum energy configuration from amongst all
configurations with K cores. The objective function has quadratic terms.

Quadratic programs must have positive semi-definite matrices to be solved using convex optimization.
The resulting quadratic programs above are not positive semi-definite and hence can be computationally very
hard to solve using non-linear optimization methodologies. We now describe two different methods, namely
the TRANSFORMEDQP and the PARSEARCH method for solving this constrained optimization problem.

4.1. TRANSFORMEDQP Method

In order to reduce the quadratic objective function to a linear expression, we use the scheme proposed by
Glover and Woosley [22]. In this scheme, the cross-product terms in the objective function are replaced by
adding new continuous variables. The value of these new variables are determined by adding new constraints.
For example, a quadratic product term xx2, where x1, x5 are binary variables, can be replaced by a new
variable y1o such that y10 < 21,912 < x9,and y12 > 21 + 2 — 1. We multiply the terms in the objective
function (Equation 9) and replace the product terms of the form z;z; with new continuous variables y;;.
The resulting ILP is given below in Equations (12)-(15) (Program 3).

This transformation from the quadratic program to linear program increases the number of variables
from v to w, and the number of constraints from 1 to %_1) Since the value of v is small for the focal
problem, the size of the resulting integer linear program remains tractable.
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Objective Function

n—1ln—1 n—1
min Z Z(a%fi + i) (ag fi)yij + b Z(a%fi + si)z;
i=0 j=0 i=0
n—1
H0hal Y fiw + b (12)
=0

Total Number of Cores Equals K

n—1
Z T; = K (13)
i=0

New wvariable constraints

yi; < T, Vi, j € [0,n),j <i
vij < xj, Vi, j €[0,n),j <i
yiy >wita; -1, Vijelon),j<i (14)
Variables Range
Vie[0,n), z; €{0,1} (15)

Program 3: Quadratic program in Program 2 transformed into an integer linear program
by introducing new variables and constraints. We call this as TRANSFORMEDQP.

It is possible that the configuration with minimum energy consumption has a very large execution time
as compared to the best execution time. In order to constrain the increase in execution time, the following
time constraint is added to the linear programs, where tp is the allowed percentage increase in execution
time.

n—1

t

ale (Y wifi) + b < (L4 755) * tin (16)
1=0

This proposed ILP methodology is evaluated in Section 6.

4.2. PARSEARCH method

In the previous section (TRANSFORMEDQP method), we proposed a methodology to transform the
quadratic program (Equation 9-11, Program 2) into an integer program by introducing additional variables
and constraints. This leads to increase in the number of variables and constraints to O(v?), where v is the
number of variables in the original quadratic program. In this section, we propose an alternative approach
in which we rewrite the quadratic objective function of Program 2 as

n—1
min  (ak f + bb + Z 8iT;) * Olmin
i=0

subject to ak f + b = atymin, a > 1. The resulting problem is a linear program for a fixed value of «. Since
« is fixed, the resulting linear program has the same solution if the objective function, which represents



energy used is replaced with the power function

n—1

min dh f + b + Z Si®T;
i=0

As the value of « is parametrically varied, the resulting minimum power can be shown to be a non-increasing
piecewise linear function of « [12]. Determining the breakpoints of this piecewise linear function can be done
by using parametric linear programming.

To obtain the minimum energy consumption however, we are interested in a*t,,;, * power. While power
is a decreasing linear function of o between breakpoints, it is easy to see that energy, which is a quadratic
function of «, is concave. If we relax the integrality restrictions, the concavity of the energy function
between every pair of breakpoints implies that the minimum will occur at one of the breakpoints. Because
of the integrality requirements, however, only some discrete values of « can have feasible solutions. Suppose
Q1,9 ....., Qpy, are the feasible discrete values of o between the pair of breakpoints, then the concavity of
the energy function means that the minimum energy can only occur at either a; or «,,. Program 4 is
the basic program for optimization in this approach, and the problem is to search for the optimal value
of a (1 < a <14 0.01 xtp), such that the energy consumption is minimized. Selecting the minimum
energy consumption between each pair of break points and subsequently selecting the minimum amongst
these solutions guarantees an optimal solution. However, this can be time consuming and so we consider an
alternative simpler sampling method for determining the optimal values of alpha. In Section 6, we describe
the method we used for finding the optimal value of «.

Objective Function
n—1 n—1
min ab, Z z; fi + b + Z $i; (17)
i=0 i=0

Total Number of Cores Equals K

n—1
=0
Bounding the execution time
n—1
ale D wifi + b < At (19)
i=0
Variables Range
Vie [0,n), z; €{0,1} (20)

Program 4: Basic linear program for optimization in PARSEARCH method. This integer
linear program minimizes power consumption given execution time constraint.

5. The Setup

We use the Sniper Multi-core Simulator [16] for simulating chips with heterogeneity. We use the de-
fault core model of Sniper. The default core model is similar to Intel® Gainestown model and has been
validated [16]. We simulate chips with 36 cores. Each chip has x86 cores with 4-wide out-of-order issues.
Each core has a private 4-way L1 Instruction cache of size 32 KB, and a private 8-way L2 cache of size 256
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Figure 2: Frequencies and static powers of various cores on a manycore chip with variation.

KB. There is a shared 4-way L1 Instruction cache of size 32KB. The memory latency is 75ns, when there
is no memory contention. We use 11-nm technology, with average frequency of 2.6 GHz, and V4 of 0.765V.
McPAT (Multicore Power, Area, and Timing) [37] framework was integrated with Sniper for dynamic power
modeling of manycore applications. Our experimental results in this paper are for chips with 36 cores.
For modeling process variation at micro-architectural level and for static power modeling of cores, we use
VariusNTV [29]. 25 chips were generated with different core frequencies and static power consumption. The
frequencies and the corresponding static power consumption of various cores for one of the chips is shown
in Figure 2.

5.1. Applications

Two HPC applications are used for benchmarking the performance:

e miniMD: It is a simple, parallel molecular dynamics code that is a micro-application in the Mantevo
project at Sandia National Laboratories *. miniMD is written in MPI and performs parallel molecular
dynamics simulation of a Lennard-Jones system. miniMD is a computationally intensive application.

e Jacobi: Jacobi is a 3D stencil computation code. It is a memory intensive application. We use a
Charm++ implementation of Jacobi.

Most other HPC applications fall in between miniMD and Jacobi in terms of their computation and memory
sensitivity. For developing the performance and dynamic power consumption models of these applications,
we obtained 2n samples from each application, where n is the number of cores on the chip. For each value
of k € [1,n], 2 samples are required to build the linear model for all configurations with k cores. We
chose the configurations with & minimum, and ¥ maximum frequency chips, and obtained their simulated
performance on the Sniper simulator. The simulated performance was used to compute the line constants
for the performance and power consumption models.

We use the reference energy consumption (refenergy) as the energy consumption corresponding to the
configuration with the best possible execution time (¢,,;5), computed using Algorithm 2. Our results are
compared against refenergy.

lhttp://software.sandia.gov/mantevo/
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Algorithm 2 Algorithm for computing the best possible execution
time (t,:n) for an application on the chip

tmin = 0
for k € [1,n]:
C}), = {cores with k largest frequencies}
t'min = min(tminv a}i Z fi + bz)
i€Cy,

=W N =

5 return tmin

5.2. Heuristics for Configuration Selection
The proposed integer linear programming approach for energy minimization is compared against three
heuristics, called the MINFREQ, MAXFREQ heuristics, and GOODCORES heuristic as described below:

e MINFREQ heuristic: The cores are sorted in the increasing order of their frequencies, such that,
fo < fi < fa... < fn—1. The heuristic selects the value of k such that the configuration with k
consecutive cores, starting from corey has the minimum energy consumption and the execution time
is within the desirable threshold (¢p). The MINFREQ heuristic algorithm is given in Algorithm 3.

Algorithm 3 Algorithm for MINFREQ heuristic

sort frequencies such that fo < f1... < fn—1
energy, ., = refenergy
for k € [1,n]:

Cy, ={core; fori € [0,k — 1]}

time = a}fc Z fi +b§‘€

i€Cy
if energy(Cy) < energy,,;,, and time < (1 + %)tmm:
energy,,;, = energy(Cy)

8 return energy,, ;.

TR W N =

e MAXFREQ heuristic: The cores are sorted in the decreasing order of their frequencies, such that,
fo> fi.. > fn—1. The heuristic selects the value of k such that the configuration with k& consecutive
cores, starting from coreg has the minimum energy consumption and the execution time is within the
desirable threshold (¢p). The MAXFREQ heuristic algorithm is given in Algorithm 4.

Algorithm 4 Algorithm for MAXFREQ heuristic

sort frequencies such that fo > f1... > fn—1
energy, ..., = refenergy
for k € [1,n]:

Cy, ={core; fori e [0,k — 1]}

time = az Z fi +b§c

ieCy
if energy(Cy) < energy,,,;,, and time < (1 4 {2-)tpin:
energy,,,;, = energy(Cl)

8 return energy,,;,,

U W N

N O
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e GOODCORES heuristic: A core that has high frequency for low static power consumption is a good
candidate core for selection. Therefore, in this heuristic, the cores are sorted by their value of f .
such that, f o > f Lo > f 2=L  The heuristic selects the value of k such that the configuration Wlth k:

consecutlve cores startlng from coreg has the minimum energy consumption and the execution time
is within the desirable threshold (¢p). The GOODCORES heuristic algorithm is given in Algorithm 5.

Algorithm 5 Algorithm for GOODCORES heuristic
fn—1

Sn—1

sort frequencies such that f:—g > ﬁ—i ..... >
energy,,in, = refenergy
for k € [1,n]:

Cy, ={core; fori € [0,k — 1]}

time = ot Lt

ime = a, Z fi+ b

i€Cy,
if energy(Cy) < energy,,;,, and time < (1 + %)tmm:
energy,;, = energy(Cy)

8 return energy,, ;.

TR W N =

5.3. ILP Solver

There are several solvers available for integer linear program optimization, such as, Gurobi [1], CPLEX [2],
GLPK [40], CBC [21], SCIP [5], Xpress [36]. We use the commercial state-of-the-art solver, Gurobi, for
solving the Integer Linear Programs (ILPs). ILPs are NP-hard problems and are solved by using variants
and extensions of Branch-and-Bound (BnB) method. In BnB method, the corresponding linear program,
obtained by relaxing the integrality constraints on integer variables, is first solved by using the simplex or
the interior point method. This gives a fractional solution. Branching is done on the fractional values, which
gives more linear programs. Linear program optimizations are done and the branching is continued until
an integer solution is found. The integer solution with the best cost acts as an incumbent solution and is
used to prune other vertices of the BnB tree that can provably be shown to not have better cost than the
current incumbent. Commercial state-of-the art solvers like Gurobi have highly optimized implementations
for solving ILPs. They fully exploit the latest mathematical and engineering improvements in the underlying
methodologies to provide very fast solutions to linear/mixed-integer programs. Solvers like Gurobi are used
for variety of cost and quality optimization purposes in various fields of optimization.

6. Results

In this section, we first discuss the energy savings obtained using the ILP methodology (the TRANS-
FORMEDQP method), and compare it with heuristics. We then compare the PARSEARCH method with
the TRANSFORMEDQP method in terms of the solution quality and the optimization times to obtain the
solution.

6.1. Energy-efficiency

Figure 3 shows the savings in energy consumption by using configurations selected by the MINFREQ
heuristic, MAXFREQ heuristic, GOODCORES heuristic and the TRANSFORMEDQP integer linear program-
ming method when compared to the configuration with best execution time (energyref). The results are
summary of benefits across 25 different chips. We consider four cases, corresponding to Figure 3a, 3b, 3c,
respectively.
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Figure 3: Percentage savings in energy with MINFREQ, MAXFREQ, GOODCORES heuristics, and the TRANSFORMEDQP ILP
method for the two applications, miniMD and Jacobi3d, with respect to the configuration with best execution time. The bars
correspond to the average benefits, while the vertical lines correspond to the minimum and maximum benefits obtained from
the corresponding method across the 25 chips. In (a), (b), (¢), and (d) configuration that minimizes energy consumption while
the execution time penalty is less than 15%, 5%, 2%, 1%, respectively, is sought using the various heuristics and the proposed
TRANSFORMEDQP ILP method. While the GOODCORES heuristic gives competitive configurations when the time penalty is
high, the ILP method performs significantly better when the time penalty is low.
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1. In this case, configuration with minimum energy consumption is sought with 15% as the allowed
increase in execution time (i.e. tp = 15%).

e miniMD The ILP method gives an average of 18.4% in energy savings, while the savings were
4.9%, 4.4%, and 18% from MINFREQ, MAXFREQ, and GOODCORES heuristics, respectively.

e Jacobi We obtain an average of 8.6% savings in energy consumption using the ILP method. On
the other hand, MINFREQ, MAXFREQ, and GOODCORES heuristics give energy savings of 2.94%,
1.5%, and 8.25%, respectively.

Although we get significant savings in energy by choosing the right configurations, 15% can sometimes
considered to a large increase in execution time. Therefore, we consider the following three cases in
which there is a very small increase in execution time.

2. When the execution time is less than 1.05X %, that is, tp = 5%

e miniMD We obtain an average of 0.18%, 3.55%, 11.6%, 13.4% savings in energy with MINFREQ,
MAaAXFREQ, GOODCORES heuristic, ILP, respectively.

e Jacobi An average of 1.5%, 1.25%, 6.07%, 6.4% savings in energy with MINFREQ, MAXFREQ,
GOODCORES heuristic, ILP, respectively is obtained.

3. When the execution time is less than 1.02Xt,,:,, that is, tp = 2%

e miniMD We obtain an average of 0%, 2.76%, 1.8%, 7.8% savings in energy with MINFREQ,
MAXFREQ, GOODCORES heuristic, ILP, respectively.

e Jacobi An average of 0%, 1.12%, 2.6%, 4.6% savings in energy with MINFREQ, MAXFREQ,
GOODCORES heuristic, ILP, respectively is achieved.

4. When the execution time is less than 1.01Xt,,;,, that is, tp = 1%

e miniMD We obtain an average of 0%, 1.5%, 0.13%, 5.04% savings in energy with MINFREQ,
MAaAXFREQ, GOODCORES heuristic, ILP, respectively.

e Jacobi An average of 0%, 0.78%, 0.4%, 3.43% savings in energy with MINFREQ, MAXFREQ,
GOODCORES heuristic, ILP, respectively is achieved.

When the timing penalty is high (for example, when tp=15%), the GOODCORES heuristic gives compa-
rable results as the ILP. On the other hand for lower timing penalties, the ILP method performs significantly
better than any of the sub-optimal heuristics.

Since miniMD is a computationally intensive application, the number of cores in the optimal configuration
selected for miniMD are more than the number of cores in the optimal configuration for Jacobi. In Jacobi,
large number of cores lead to increase in the memory contention and hence are sub-optimal. Figure 4 shows
an example solution obtained from ILP optimization, MINFREQ heuristic, and MAXFREQ heuristic.

6.2. Fvaluating PARSEARCH Method

In this section, we present the evaluation of the PARSEARCH method and compare it with the TRANS-
FORMEDQP method. Figure 5 shows the energy value obtained by optimizing the PARSEARCH ILP for
different values of o and K in Program 4. 1000 values of a were sampled between 1 and 1.9. For each K,
there is threshold value of o below which no valid configuration can be obtained that satisfies Program 4 and
hence there are missing dots in the figure for different values of K. The overall pattern of energy value for all
the values of K is that it first decreases (with small aberrations) and then becomes stable with increase in
the value of a. Therefore, instead of using the more complicated methods of parametric linear programming,
we show that a good value of « can be obtained in a simpler manner through sampling and that value of «
gives near-optimal configurations. Fixed number of values of o are obtained by uniform sampling between
1 and the allowed maximum time penalty (tp%), that is,

1% 0.01tp

————, Vi€ [l,nsamples]},
nsamples

a={1+
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Figure 5: Energy value for 1000 values of o between 1 and 1.9 obtained by optimizing Program 4 of the PARSEARCH method
for various values of K.

where nsamples is the number of samples. The integer linear program (Equation 17-20, Program 4) is
then optimized for all these values of «, and the value of o that gives the minimum energy configu-
ration is selected. Table 2 shows the accuracy of this method with different number of samples of «,
nsamples € {4,8,12,16,20}. We evaluate PARSEARCH method for different execution time penalties,
tp € {150%, 125%, 100%, 75%, 50%, 25%, 15%, 5%}. Each entry in the table gives the value of

EnergyoprpaL

x 100,
EnergyPARSEARCH

where, Energy ,ponar, i the optimal energy value obtained from the TRANSFORMEDQP method, and Energyp,rsparcn
is the best energy value obtained from the PARSEARCH method. As the table shows, PARSEARCH is very
accurate even for small number of samples of . In summary, PARSEARCH method selects the minimum
energy value obtained by optimizing the ILPs for different values of « and all the values of K € [1,n].

As the number of samples increase, the accuracy increases in general but it is not necessary that it will
increase because the samples may be different for different values of nsamples. Given the very high accuracy
of the method, especially when time penalties are small, this method is a very good candidate for finding
near-optimal configurations. In the following section, we show that the time to find the solution with this

method is significantly smaller than the TRANSFORMEDQP method, and hence this method is the desirable
method for finding energy-optimal configurations.

6.3. Solution Time

In this section, we compare the solution times for the TRANSFORMEDQP method, the PARSEARCH
method, and the exhaustive evaluation of all the configurations. For the experiments, we use a Dell 2.67
GHz Dual Westmere Xeon E5640 processor with a total of 8 cores and 16 SMT threads. The exhaustive
evaluation of all the configurations for their energy consumption can be done in parallel. The total number
of configurations to be evaluated for a 36 core chip is 236 — 1, which is equal to 68719476736 configurations.
Exhaustive evaluation of all these configurations in parallel on 8 cores takes 74 hours, which makes this
infeasible for online purposes.

The TRANSFORMEDQP method requires optimizing n — 2 proper ILPs, where n is the total number of
cores on the chip. Each ILP has 702 variables, and 2000 constraints. The ILP optimizations are independent
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Solution time in seconds (log scale)

Table 2: Accuracy of PARSEARCH for different execution time penalties and number of samples of a

. . . Number of Samples

Application | Time Penalty (%) ] 3 15 16 20
150 99.72 | 99.77 | 99.81 | 99.81 | 99.82

125 99.67 | 99.77 | 99.82 | 99.84 | 99.86

100 99.76 | 99.83 | 99.82 | 99.86 | 99.88

Jacobidd 75 99.74 | 99.81 | 99.83 | 99.87 | 99.87
50 99.7 | 99.73 | 99.84 | 99.88 | 99.9

25 99.94 | 99.94 | 99.96 | 99.96 | 99.97

15 99.82 | 99.87 | 99.91 | 99.94 | 99.93

5 99.95 | 99.96 | 99.97 | 99.98 | 99.99

150 99.73 | 99.79 | 99.75 | 99.8 | 99.79

125 99.69 | 99.75 | 99.81 | 99.77 | 99.85

100 99.54 | 99.55 | 99.73 | 99.77 | 99.84

miniMD 75 99.49 | 99.51 | 99.75 | 99.72 | 99.82
50 99.63 | 99.68 | 99.78 | 99.87 | 99.91

25 99.85 | 99.88 | 99.88 | 99.9 | 99.92

15 99.92 | 99.94 | 99.96 | 99.97 | 99.97

5 99.97 | 99.98 | 99.99 | 99.99 | 99.99
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=
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Figure 6: Time to find the solution by TRANSFORMEDQP method and PARSEARCH method with 20 samples of a
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Table 3: Solution Time in seconds (average across 25 chips) for TRANSFORMEDQP and PARSEARCH methods

Application | Time Penalty (%) | TRANSFORMEDQP PZRSEAf;CH nsarélé) les
15 146 041 | 0.80 | 1.44
. 5 14.9 04 | 088 | 142
Jacabidd D) 24.8 037 | 0.77 | 1.22
1 1.1 0341066 | 1.04
5 714 046 | 098 | 1.57
. 5 38.4 044 | 097 | 1.56
miniMD 2 15.26 038 079 | 1.18
1 71 031|059 | 093

of each other and can therefore be very easily parallelized by launching them in parallel on multiple cores
of a compute node and/or on multiple compute nodes. The ILP optimizations required for a given chip
and an application were launched in parallel on the machine. The PARSEARCH method requires optimizing
(n — 2) x nsamples ILPs, where nsamples is the number of samples of o. Each of the ILP in this method
has 36 variables and just 2 constraints. As in the TRANSFORMEDQP method, ILPs in the PARSEARCH
method can also be optimized in parallel. Table 3 compares the total time to obtain the solution for the
two methods.

We now consider the solution time for the TRANSFORMEDQP and the PARSEARCH method with 20
samples of «, for each of the four cases presented in Section 6.1. These are also demonstrated in Figure 6.

1. When the execution time penalty is 15%, it took an average of 146, 1.44 seconds for obtaining the
optimal result for Jacobi with TRANSFORMEDQP, PARSEARCH method and 71.4, 1.57 seconds for
miniMD, respectively.

2. When the maximum execution time penalty of 5% is enforced, the configuration search space for ILP
optimization is reduced significantly as fewer configurations are feasible. It took an average of 44.9s,
1.42s to find the optimal solution for Jacobi, and 38.4, 1.56s for miniMD with TRANSFORMEDQP,
PARSEARCH method, respectively.

3. With the maximum execution time penalty of 2%, the search space is further reduced, and it took
only 24.8s, 1.22s for Jacobi and 15.26s, 1.18s for miniMD to find the optimal solution using TRANS-
FORMEDQP, PARSEARCH method, respectively.

4. Finally, with the maximum execution time penalty of just 1%, the search space is reduced to a very
small number, and it took only 11.1s, 1.04s for Jacobi and 7.1s, 0.93s for miniMD to find the optimal
solution using TRANSFORMEDQP, PARSEARCH method, respectively.

Since HPC simulations run for several hours, the overhead of finding the optimal configuration is negli-
gible as compared to the execution time of the jobs, which can be from hours to days. The results clearly
show that the PARSEARCH method is significantly faster than the TRANSFORMEDQP method, and hence is
the method of choice as it also gives very accurate configurations (Section 6.2).

7. Conclusion and Future Work

Finding energy-optimal configurations for chips that have variation across cores is a hard problem because
of billions of possible configurations that are available. We proposed a very fast GOODCORES heuristic that
gives significant energy savings when the allowed execution time penalty on the application is high. We then
show how integer linear programming techniques can be used to obtain energy-optimal configurations for any
execution time constraints with negligible overhead to obtain the solution. We proposed the PARSEARCH
method to solve the constrained optimization problem that minimizes the energy consumption given any
execution time constraint. We show that up to 13% savings in energy can be obtained with only 2% increase
in the execution time. Whenever a job is scheduled for execution on selected chips, the ILP optimizer can
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be executed on the chip itself to determine the optimal configuration for the job, prior to actual execution
of the job on that chip. In this way, no extra compute resources are required for optimal configuration
selection.

This work shows the applicability of integer linear programming techniques to solve hard problems like

this. There is a significant future work that follows from this work. The proposed methods can be evaluated
for chips with very large number of cores. We also plan to improve the accuracy of the performance and
power models used in this work, for chips with the large number of cores. Finally, we would like to evaluate
the proposed methodologies for other HPC applications that are both computationally and memory intensive
such as Adaptive Mesh Refinement [34], Lulesh [39], etc.
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