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Abstract—HPC applications are increasingly being used
in academia and laboratories for scientific research and
in industries for business and analytics. Cloud computing
offers the benefits of virtualization, elasticity of resources
and elimination of cluster setup cost and time to HPC
applications users. However, poor network performance,
performance variation and OS noise are some of the
challenges for execution of HPC applications on Cloud. In
this paper, we propose that Cloud can be viable platform
for some HPC applications depending upon application
characteristics such as communication volume and pat-
tern and sensitivity to OS noise and scale. We present
an evaluation of the performance and cost tradeoffs of
HPC applications on a range of platforms varying from
Cloud (with and without virtualization) to HPC-optimized
cluster. Our results show that Cloud is viable platform
for some applications, specifically, non communication-
intensive applications such as embarrassingly parallel and
tree-structured computations up to high processor count
and for communication-intensive applications up to low
processor count.

Index Terms—High Performance Computing, Clouds,
Parallel Processing, Performance Evaluation

I. INTRODUCTION

High Performance Computing (HPC) applications are
increasingly being used in academia and laboratories
for scientific research and in industries for business and
analytics. Clouds can act as a cost-effective and timely
solution (e.g. substitute/addition when Supercomputers
are heavily loaded such as in case of academic dead-
lines) to the needs of some academic and commercial
HPC users since they do not involve cluster startup
and maintenance costs and cluster creation time. In
addition, Cloud provides elastic resources which results
in elimination of risks caused by under-provisioning and
avoidance of wastage of resources (including energy)
resulting from underutilization of computing power in
case of over-provisioning. Further, Cloud provides the
benefits of virtualization to HPC community.

However, traditionally, Clouds have been designed for
running business and web applications, whose resource
requirements are different from HPC applications. Un-
like web applications, HPC applications typically re-
quire low latency and high bandwidth inter-processor
communication to achieve best performance. In case
of Cloud, presence of commodity interconnect and ef-
fect of virtualization result in interconnect becoming
a bottleneck for HPC applications. Figure 1 shows a
comparison of three platforms using Converse [1] ping-
pong benchmark and shows that network performance of
Cloud is one to two orders of magnitude worse as com-
pared to Infiniband, which is commonly used intercon-
nect in Supercomputers. Furthermore, Supercomputers
have operating systems and I/O subsystems specifically
tailored to match HPC application demands. However,
recent efforts towards HPC-optimized Clouds, such as
Magellan [2] and Nebula [3] are promising signs for
research community.

Past research [4]–[6] on HPC applications on Cloud
has focused on performance as the metric and stud-
ies have been mostly on small scale with focus on
Amazon EC2 [7]. The results from most studies have
been pessimistic. Despite the benefits offered by Cloud
computing, it still remains unclear whether Cloud can
offer a viable alternate to Supercomputers for HPC
applications.

In this paper, we take an alternate approach: we
propose that Cloud can be suitable for some HPC ap-
plications and not all HPC applications. Also, for the
same application, it can be better to run on Cloud for
some range of processors whereas dedicated HPC system
for other. We propose that HPC application character-
istics specifically sensitivity to network parameters and
performance requirements would advocate the platform
where an HPC application can be most economically
run. The research questions we address in this paper are
the following: What are the performance-cost tradeoffs
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Fig. 1. Latency and Bandwidth vs. Message Size on Eucalyptus based Cloud, Open Cirrus Cloud and a cluster containing Infiniband network.
Network performance on Eucalyptus Cloud is off by almost two orders of magnitude as compared to Infiniband, which is commonly used
in Supercomputers

in using Cloud vs. high-end machines for HPC applica-
tions? Is the above applicable for all HPC applications?
In particular, what is the impact of the communication
characteristics of applications?

To this end, we evaluate the performance-cost trade-
offs of running HPC application using benchmarks
(NPB [8] suite) and two real world applications up-to
256 cores. We consider three different platforms -

1) Taub which is a physical cluster using Infiniband
as interconnect and scientific Linux as OS

2) Open Cirrus test-bed [9] which is a physical cluster
with commodity interconnect and vanilla Linux

3) A Eucalyptus based Cloud [10] which uses
KVM [11] for virtualization

The understanding of these tradeoffs can benefit sys-
tem designer, application developers and application
users alike. System designers can make platform design
decisions according to the characteristics of applications
of interest. Application users can benefit by choosing the
optimal platform for their application. Last, application
developers can concentrate on implementing application
to leverage the platform which best suites it.

The remainder of the paper is organized as follows:
related work is discussed in section II. Section III dis-
cusses our evaluation methodology. Section IV presents
results using benchmarks and real applications. Finally,
conclusions and future work are left for the final section.

II. RELATED WORK

There have been several studies [4]–[6] to evaluate
Amazon EC2 [7] for HPC applications using bench-
marks. He et al. [12] extended previous research to
three public cloud computing platforms and use a real
application in addition to running classical benchmarks

and compare the results with that from dedicated HPC
systems. Ekanayake et al. [13] compare applications
with different communication and computation com-
plexities and observe that latency-sensitive applications
experience higher performance degradation rather than
bandwidth-sensitive applications. Jackson et al. [14]
perform a comprehensive evaluation comparing conven-
tional HPC platforms to Amazon EC2, using real appli-
cations representative of the workload at a typical super-
computing center and conclude that the interconnect on
the EC2 cloud platform severely limits performance and
causes significant variability.

Perhaps, the work by Napper et al. [15] is most similar
to ours. They conclude that Clouds cannot compete
Supercomputers based on the metric GFLOPS/$, since
memory and network performance is insufficient to com-
pete existing scalable HPC systems.

Our work is unique since we propose that Cloud would
be suitable for some HPC applications and not all. We
emphasize that application characteristics are crucial for
the purpose of determining the optimal platform for its
execution. Moreover, for the same application, it might
be better to run on Cloud for some range of processors
and on dedicated HPC system for other. Such tradeoffs
have not been investigated in past studies [4]–[6], [15].

III. EVALUATION METHODOLOGY

A. Experimental Test-bed

For our experiments, we chose a set of different
platforms as representatives of different classes available
to HPC community. Table I shows the configuration of
the nodes in these platforms. For Eucalyptus Cloud,
a node refers to a virtual machine and a core refers
to a virtual core. To achieve best performance, virtual



Resource Platform
Taub Open Cirrus Eucalyptus

Cloud
Processors
in a
Node/VM

12×Intel
Xeon X5650
@2.67 GHz

4×Intel
Xeon E5450
@3.00 GHz

2×QEMU
Virtual CPU
@2.67 GHz

Memory 48 GB 48 GB 6 GB
Network Voltaire

QDR
Infiniband

10 Gbps
Ethernet
internal,
1 Gbps
Ethernet
x-rack

Emulated
Intel e1000
card, KVM
hypervisor
(1Gbps
Physical
Ethernet)

Operating
System

Scientific
Linux

Ubuntu
10.04

Ubuntu
10.04

TABLE I
EXPERIMENTAL TEST-BED

cores were configured not to share physical cores. For
Open Cirrus and Eucalyptus Cloud, we setup a shared
file system using NFS since most parallel programming
systems such as MPI and CHARM++ [16] assume the
presence of a shared file system for running applications.

B. Benchmarks and Applications

First, similar to previous work [4], [5], we eval-
uate these platforms using NAS Parallel Benchmarks
(NPB) [8], which comprise a widely used set of pro-
grams designed to evaluate the performance of HPC
systems. We ran the MPI [17] implementation of NPB
3.3 (NPB3.3-MPI). Unlike previous work, we perform
experiments on a larger scale (up to 256 cores) to gain
insights into their scalability. In addition, we present
results from two real-world HPC applications:

• NAMD [18] - A highly scalable molecular dynam-
ics application used ubiquitously on Supercomput-
ers and

• NQueens - A backtracking search problem to place
N queens on a N by N chessboard so that they do
not attack each other. The NQueens implementation
used here is representative of all-solution state space
search computations which require heavy computa-
tional resources since they are commonly NP-hard.

We chose these applications since they differ in the
nature and amount of communication performed, which
is an essential requirement to validate our hypothesis.
Moreover, NAMD is an iterative application whereas
NQueens is a tree structured computation where commu-
nication happens only for load-balancing. For NAMD,
we used ApoA1 benchmark (92K atoms) and for
NQueens we ran a 19-queen instance.

IV. RESULTS

A. Performance

In this section, we discuss the performance results
obtained on our test-bed for the applications described
in section III. Figure 2 shows how these applications
scale with the increase in the number of cores on
different platforms. We can infer that the performance
gap between Taub, Open Cirrus and Eucalyptus Cloud
is larger in case of NAMD and LU as compared to
EP and NQueens. In addition, the gap increases as we
increase the number of cores. EP has very little commu-
nication and hence scales very well on all the platforms.
Rest of the NPB benchmarks failed to scale beyond
64 cores. Both, LU and NAMD are communication
intensive and stop scaling after 64 cores on Eucalyptus
Cloud since communication becomes bottleneck (see fig-
ure 1). NQueens performs communication only for load-
balancing dynamically generated work. The implemen-
tation used by us performs work-stealing for balancing
load between parallel processes. NQueens scaled well
despite being communication intensive since most of the
communication is hidden by computation because we
perform proactive work-stealing (load request is issued
before the local queue of work items is empty).

B. Cost

In this section, we evaluate the cost-performance
tradeoff of running an HPC application on Cloud vs
HPC-optimized platform, in our case, Taub. We use a
simple charging based cost model to evaluate the cost
of running an HPC application. For Cloud, we use a
charging rate of $0.15 per core hour (Amazon EC2
pricing model for similar hardware). For Taub, we make
a reasonable and conservative assumption for a charging
rate of $1.00 per core hour [19], [20]. Note that our
primary interest is to observe the shape of cost-curve
and not the actual values. With these charging rates, the
cost of executing an application on P processors becomes

$0.15× P × TEucalyptus Cloud

for Eucalyptus Cloud and

$1.00× P × TTaub

for Taub. However, a direct comparison of the cost for
running an application on Taub vs Eucalyptus Cloud for
identical number of processors would be unfair since
they can achieve different sequential performance and
different speedups for same value of P. A fair comparison
would be to study cost as a function of execution time.
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(c) NAMD (Molecular Dynamics)
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Fig. 2. Speedup vs. Number of cores for different applications on different platforms. All the applications scale very well on Taub and
moderately well on Open Cirrus. On Eucalyptus Cloud, NAMD and LU fail to scale after 64 cores whereas EP and NQueens scale well

Figure 3 shows this tradeoff for NAMD and NQueens.
Due to space constraints, we do not show the plots for
EP and LU since they follow similar patterns. Each point
on the curves represents a measurement from execution
on the labeled number of processors. For all cases, cost
increases as execution time decreases because of non-
linear speedup. An ideal speedup would result in a flat
cost curve. We note that for NAMD, its better to run
on Taub (except for larger execution time) whereas for
NQueens, Eucalyptus Cloud is the better platform. This
difference can be attributed to poor scaling of NAMD on
Cloud. Hence, we note that depending upon application
characteristics (such as communication sensitivity) and
user’s preferences (cost, performance) or constraints (e.g
limited budget or upper bound on execution time) it
might be better to run on one platform in some scenarios
and on the other in some different scenarios. Moreover,
for the same application, the optimal platform can vary
depending upon the desired performance.

C. Discussion
We have seen that Cloud offers a viable platform

for some HPC applications, such as EP and NQueens.
However, for most applications, it is more cost-effective
to use high-end machines except for very small core con-
figurations. With the advent of HPC-optimized Clouds

such as Magellan [2] and Nebula [3], the bottlenecks
due to poor network performance should be minimized.
Moreover, to achieve the best performance on Cloud,
some application-specific performance re-tuning may be
required since most HPC applications have been fine
tuned to achieve best performance on Supercomputers.
To validate this hypothesis, we experimented with the
decomposition and work-stealing thresholds in NQueens
and were able to improve performance by 20-50% for
different core counts. Thus, with possible improvements
to Cloud platform and application tuning, we believe that
Cloud can compete with high-end machines for a wide
range of HPC applications in future.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we studied the performance and cost
tradeoffs of scaling HPC applications on a range of
platforms from Cloud with virtualization, cluster with
commodity interconnect to HPC-optimized cluster. We
found that currently Clouds are more cost-effective for
low communication-intensive applications such as em-
barrassingly parallel and tree-structured computations
and HPC-optimized clusters are better for the rest.

Future work consists of HPC application characteriza-
tion with the goal of automated determination of optimal
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Fig. 3. Cost vs. Execution Time for two applications on Taub and Eucalyptus Cloud. We see two different patterns here - for NAMD, it
is better to run on Taub (except for small scale) whereas for NQueens, Cloud is the optimal platform

platform for its execution. Also, we plan to extend the
study to compare performance of the platforms used in
this work with a Supercomputer and a cloud with better
underlying physical interconnect.
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