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1253 separate node crashes on Jaguar during 537 days (Aug-22-2008 to Feb-10-2010)
2.33 failures per day

Sequoia will have 1.6 million cores and an exascale machine around 100 million cores...

We will see failures all the time
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Pessimistic

- Object $\alpha$
- Object $\beta$
- Object $\gamma$

1. $m$ is sent from $\alpha$ to $\beta$.
2. $m$ is sent from $\beta$ to $\gamma$.
3. $m_1$ is sent from $\gamma$ to $\beta$.
4. $m_2$ is sent from $\gamma$ to $\alpha$.
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1. $m$ is sent from $\alpha$ to $\beta$.
2. $m_1 \oplus \#m$ is sent from $\beta$ to $\gamma$.
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Virtualization
Virtualization

- Higher virtualization ratio:
- Hides latency overhead.
- Increases number of objects and messages.
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Recovery Time

![Bar chart showing recovery time by team size]

- **Recovery Time (seconds)**
  - 1 team: 3 seconds
  - 4 teams: 4 seconds
  - 16 teams: 5 seconds
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Recovery Time

30% increase in recovery time

![Bar chart showing recovery time vs team size]
Research Questions

• Highly connected objects should belong to the same team.

• Exploit communication graph, dynamic groups, team-aware load balancer.

• Processor teams vs object teams?

• Overlapping teams?
Conclusions

• Team-based approach can substantially reduce the memory overhead.

• **Contribution**: team size acts as a middle point between two traditional techniques.

• It can be used in conjunction with major message logging protocols.
Future Work

- Enrich Team-based Approach.
- Smarter team formation.
- Coupling with load balancer.
- Dealing with correlated failures.
- SMP-aware fault tolerance.
- Larger Charm++ applications.
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