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OpenAtom
3
71 Ab-Initio Molecular Dynamics code

1 Consider electrostatic interactions between the
nuclei and electrons

1 Calculate different energy terms

0 Divided into different phases with lot of
communication
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OpenAtom on Blue Gene/L
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The problem lies in ...
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Performance Analysis and Visualization Tool: Projections (part of Charm++) — Timeline View
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Solution —

Topology Aware Mapping
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Processor Virtualization

Programmer: Decomposes the Runtime: Maps the computation on to
computation into objects the processors
Global Object'Space CPUA CPUB CPUC
User View System View
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Benefits of Charm—++

Computation is divided into objects/chares/virtual
processors (VPs)

Separates decomposition from mapping

VPs can be flexibly mapped to actual physical
processors (PEs)
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Topology Manager APl

The application needs information such as
Dimensions of the partition

Rank to physical co-ordinates and vice-versa

TopoManager: a uniform API

On BG/L and BG/P: provides a wrapper for system
calls

On XT3/4/5, there are no such system calls
Provides a clean and uniform interface to the

application

T http://charm.cs.viuc.edu/~bhatele /phd /topomgr.htm
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Parallelization using Charm++
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Mapping Challenge

Load Balancing: Multiple VPs per PE

Multiple groups of communicating objects
Intra-group communication

Inter-group communication

Conflicting communication requirements

Abhinav Bhatele @ Euro-Par 2009

August 27th, 2009



Topology Mapping of Chare Arrays

Density
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Performance Improvements on BG /L
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Improved Timeline Views
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Results on Blue Gene/L
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Results on Blue Gene /P
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Results on Cray XT3
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Performance Analysis
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Reduction in Communication Yolume
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Relative Performance Improvement
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Bigger picture

Different kinds of applications:
Computation bound

Communication bound
Latency tolerant

Latency sensitive

Technique:

Obtain processor topology and application
communication graph

Heuristic Techniques for mapping
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Why does distance affect message

latencies?
N

71 Consider a 3D mesh /torus interconnect

1 Message latencies can be modeled by
(L,/B)x D + L/B

L, = length of flit, B = bandwidth,

D = hops, L = message size

When (L, * D) << L, first term is negligible
But in presence of contention .

Q o o—9o o o

'
4
L4

Abhinav Bhatele @ Euro-Par 2009 August 27th, 2009



Automatic Topology Aware Mapping

1 Many MPI applications exhibit a simple two-
dimensional near-neighbor communication pattern

1 Examples: MILC, WRF, POP, Stencil, ...

A A 4\
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