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Abstract

The efficient usage of parallel machines requires that both the compute nodes as well as

the interconnection network be utilized efficiently. As the number of processors in parallel

machines increases, the diameter of the interconnection topology can become quite large. In

order to prevent messages from travelling over such large distances, the entities in a parallel

application need to be mapped onto the interconnection topology so that communicating

objects are placed in the same neighborhood. This thesis presents a mapping scheme, which

produces good mappings that reduce the average number of hops travelled by a byte on

the network. We find that a mapping produced by our scheme reduces the effective cost

of communication on the network since packets encumber a fewer number of links on an

average. This thesis also studies the problem of load rebalancing that arises in the context

of dynamic load balancing. After the initial mapping, further load balancing steps can reduce

the migration cost by adjusting the current mapping by migrating only a few objects. We

compare two schemes for this problem, and show that a simple greedy heuristic works well

in practice.
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Chapter 1

Introduction

An increasingly large number of scientific pursuits use computational resources as their

backbone. Applications range from study of molecular behavior, both using classical and

quantum physics models, evaluation of physical properties of materials like stress response,

to simulations of galaxies and cosmological phenomenon. The insatiable computational re-

quirements of such applications has inspired the development of massively parallel machines,

like the recent BlueGene (BG/L) machine from IBM. Parallelism at the scale of tens of thou-

sands of processors is being seen. For example, BG/L will have 64K processors [2] once fully

deployed.

It is imperative that techniques for efficient utilization of these large scale machines be

developed. A major challenge in scaling applications to large machines is to utilize re-

sources uniformly. The main resources in a large parallel machine are its compute nodes and

the interconnection network; both must be utilized efficiently. The virtualization model

of Charm++ provides a good platform for exploration of ideas towards this end. The

Charm++programming model involves breaking up the application into a large number of

communicating objects which can be freely mapped to the physical processors by the runtime

system [18]. Furthermore, these objects are migratable, which allows the runtime system to

perform dynamic load balancing based on measurement of load and communication char-

acteristics during actual execution. This flexibility has been utilized in the dynamic load

balancing framework of Charm++. The benefits can be extended to AMPI (adaptive MPI),
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which is based on Charm++.

With a massively large number of processors, packaging considerations sometimes lead

to the choice of a Mesh or a Torus topology. For example, the primary network in BG/L

is a 3D-Torus. Even for a relatively moderate machine size a message might travel a large

number of hops. For example, a (16, 16, 16)3D-Torus on 4k processors has a diameter of

24 hops and the average internode distance of 12 hops is also quite high. If packets travel

over such large number of hops, the average load on the links increases, which increases

contention. Therefore, it is desirable to map communicating objects to nearby processors.

Some mapping strategies addressing this problem are discussed in this thesis.

Dynamic load balancing has an associated overhead of task migration. In Charm++ this

is handled using the PUP framework [14] which is a way of describing the layout of object’s

data in memory. If every call to the load balancer leads to a new ab-initio mapping, a large

fraction of objects migrate and the migration cost is high. Instead of starting from scratch,

a load rebalancing approach can be applied which would involve the migration of a limited

number of objects; one such scheme is discussed in this thesis.

1.1 Thesis contribution

The main contributions of this thesis are:

• Mapping strategies: A scheme for mapping task graphs onto arbitrary processor

topology to reduce communication cost is designed and implemented. In addition, a

simple improvement scheme that starts with a given mapping and only reduces the

implied communication cost is implemented. These schemes have been implemented

as TopoLB and RefineTopoLB load balancing strategies for Charm++ and AMPI amd

are therefore available to all the applications developed using them.

• Bounded migration: A strategy that adjusts a task mapping to re-balance processor

loads while migrating a bounded fraction of objects is implemented as a load balancer
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for Charm++, called RefineKLB. It is largely based on the scheme by G. Agarwal

et.al.[3], with modifications to account for un-migratable objects and some heuristic

improvements.

1.2 Thesis organization

Chapter 2 describes the basic Charm++ model and the dynamic load balancing framework.

It also talks about some classifications of load balancers. The task mapping algorithms are

described in 3. An overview of related work is also presented in this chapter. The chapter

presents the following mapping strategies: TopoLB, with its variants, and RefineTopoLB.

Performance results for the topology-aware schemes are presented in Chapter 4. Chapter

5 talks about the problem of load rebalancing through bounded migration. The chapter

describes RefineKLB and practical issues related to its use. Experimental results are also

given in this chapter. Finally, the thesis is summarized in Chapter 6, where some directions

for future research are also given.
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Chapter 2

Charm++ and processor

virtualization

Charm++ [17] is a parallel programming environment that has the idea of processor vir-

tualization at its core. The programmer breaks down her application into parallel objects

depending on the nature of the application. The decomposition is performed independent of

the available number of processors. Typically the number of objects, N , is much larger than

the number of processors, P . These compute objects can be thought of as virtual proces-

sors. In Charm++ terminology they are called chares. Thus, the programmer only performs

problem decomposition in the application domain, while the actual task mapping is done by

the runtime system(RTS) [18]. This delegation of a part of the effort to the runtime system

not only improves a programmer’s productivity [19], but also creates avenues for automatic

performance optimizations and features like fault tolerance [29].

2.1 The Charm++ programming model

In the programmer’s view, a charm++ application consists of compute objects and their

interaction. The compute objects are C++ objects, and the system allows them to interact

via asynchronous method invocation on each other. Figure 2.1 shows the user’s view and

the system implementation of a Charm++ application.

Charm++ has a message-driven execution model. A non-preemptive scheduler executes
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System ViewUser’s View

Figure 2.1: Virtualization: System takes care of actual mapping to physical processors

methods on objects as messages arrive. While one object is waiting for a message, another

one can be executed on the same physical processor; this leads to an effective overlap of

communication and computation.

2.2 Load balancing

The user code is independent of the actual mapping of compute objects to physical pro-

cessors. This enables the Charm++ runtime to dynamically map and remap them. It can

migrate objects from one processor to another during execution. The runtime ensures correct

message delivery and collective operations, like reductions and broadcasts, in the presence

of migrations.

One of the possibilities that migration creates for the runtime is to provide for automatic

load-balancing. Objects can be migrated away from overloaded processors to under-loaded

processors, this allows for measurement-based load balancing.

2.2.1 Static vs. Dynamic load balancing

A large number of parallel applications have irregular computational structure, which cre-

ates load imbalance across processors unless special care is taken. One way to perform

load balancing is to model the application structure (through characterizing runs, etc.),
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then statically partition the application and map the partitions accordingly. However, such

characterization is often difficult because the behavior changes with program input and en-

vironmental conditions. Moreover, in applications like fracture simulation the structure can

change dynamically, making the static approach ineffective. The other approach is for the

runtime to manage the partitioning and assignment dynamically. Charm++ employs this

approach in its measurement-based load balancing framework. This approach works for

scenarios where the principle of persistence applies. If the application’s load and/or com-

munication pattern shows temporal correlation, recent history can be used to predict the

future. Many scientific applications, like physical simulations, fall into this category, they

usually have an iterative structure and the computation lasts for a long time. This allows

the runtime to create a dynamic model of the application through measurement during ac-

tual execution. Such a model (essentially a task-graph) is used to perform load balancing

dynamically. This approach is called measurement-based load balancing.

2.2.2 Dimensions of load balancing

The problem of load balancing in the general form involves balancing computation load over

the available physical processors, as well as minimizing communication across the network.

However, different load balancing algorithms have been developed solving partial problems

or using only some of the available degrees of freedom. They can be broadly put into the

following categories:

1. Computation load only : This category contains partitioning algorithm. This problem

is also known as Makespan Minimization and is known to be NP-hard. However,

several heuristics have been developed here.

2. Computation load and communication (topology-oblivious): Here, although communi-

cation is also considered, the actual network topology is not taken into consideration.

Thus the objective is to balance computation load on processors while keeping most of
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the communication intra-processor. Thus distinction is made only between intra and

inter-processor communication, not between long-range and short-range inter-processor

communication. This is like solving for a complete N × N network where every pair

of processors is directly connected.

3. Computation load and communication (topology-aware): Here the underlying topology

is also considered. The objective is to balance computation load while keeping inter-

processor communication short-range by placing communicating partitions on nearby

processors.

The Charm++ system provides load balancers in all of the categories mentioned above.

2.2.3 Centralized vs. Distributed load balancing

Dynamic load balancing algorithms can be classified into two broad categories: Centralized

and Distributed. In centralized load balancing, the entire load information is sent to a central

processor which uses the global view to make load balancing decisions. For small machine

sizes the load information is relatively small and a centralized strategy works fine. In larger

machines a fixed node can be dedicated to performing load balancing. The other contrasting

approach is a fully distributed approach, where load information is only exchanged with the

neighborhood (according to either the actual topology or a virtual embedding). Distributed

algorithms have been proposed especially for non-iterative tasks. Examples of distributed

strategies include Adaptive Contracting Within Neighborhood (ACWN) scheme [15, 30] for

the Chare (early Charm++) kernel, sender/receiver initiated diffusion based schemes [33],

etc. However, for iterative applications distributed algorithms have a slow rate of convergence

towards the global optimum.

7



Hybrid strategy

For a large machine centralized strategies have a bottleneck at the dedicated processor while

distributed strategies suffer from slow rates of convergence. While centralized strategies may

still be feasible in some cases through a dedicated central node and a dedicated network for

load balancing information exchange, a new approach is needed. A hybrid approach can

be followed [34] where nodes are clustered hierarchically into groups. The root node only

performs load balancing across clusters, which requires much less resources at the root as

well as less data transmission over the network. Each cluster balances itself independently,

which makes the scheme distributed.

The Charm++ system provides centralized, distributed, as well as hybrid load balancing

strategies for the user.

2.3 Dynamic load balancing framework in Charm++

One of the major objectives of the Charm++ system is to provide for automatic migration

of parallel application with minimal effort from the user. The load balancing framework is

designed in a way to make the selection of a load balancing strategy orthogonal to the actual

migration mechanism. The decision making module of the load balancer is clearly separated

from user code. The framework instruments the actual object load and communication in-

formation which is represented as a task graph. The decision-making module essentially

operates on this application-independent task-graph representation. The initial basic ver-

sion of the load balancing framework was implemented by Robert Brunner [16], which has

since been redesigned and improved by Gengbin Zheng [34] and others to provide for richer

functionality and incorporation of newer constructs in Charm++.

The various components of the load balancing framework are shown in figure 2.2. The

figure shows the organization on a single processor. At the top level reside actual decision

making modules, the load-balancing strategies. Strategies are implemented as Charm++
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Array Manager A Array manager B

LB
Database

LB Strategy 1

LB Manger

Application

Charm++ run time system (RTS)

LB strategy 2

Object B[1]

Object B[2]Object A[2]

Object A[1]

Figure 2.2: Components of Charm++ load balancing framework

Chare groups. A Chare Group is a collection of chares with one representative (group mem-

ber) on each physical processor. The strategies are invoked by the LB Manager. The LB

Manager is responsible for recording the times of execution of chares, their communication

with other chares (both point to point and collective), background load on processors and

idle times. When LB Manager asks the strategy to perform a load balancing decision, the

strategy can get the information about local objects, their execution times, and commu-

nication patterns from the local LB Database. The strategy can communicate with other

processors to get load information on them. While distributed strategies take information

from processors in the neighborhood, in centralized strategies information is sent to a central

processor (usually processor 0). With detailed information about background load, object

computation load, and communication pattern, the strategy module makes a decision about

new assignment of objects.

The LB Manager supervises the migration of objects via Array Managers. A Chare
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Array is a collection of chares where each member has global unique index where messages

are sent. There is an Array manager corresponding to each Chare Array. Array Managers

inform the LB Manager about the arrival and departure of their chares. They are also

responsible for informing the LB Manger about the starting of the execution of their chares,

so that it can record execution times for individual chares. Similarly, when communication

is initiated by a chare, the corresponding Array Manager informs the LB Manager to record

it in the database. The LB Manager makes the database available to the strategies which

make migration decisions. The LB Manager informs the Array Managers to perform the

actual migration.

This thesis presents the author’s work on new strategies for load balancing. Chapter 3

presents efforts for optimizing communication locality through topology-aware load balanc-

ing. In addition, strategies to re-balance load by migrating only a few (bounded) chares are

presented in chapter 5.
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Chapter 3

Topology-aware load balancer

The problem of load-balancing is two-fold. At the basic level, the compute load across the

processors must be balanced. This is because the processor with maximum load prevents

others from progressing. At the next level, communication over the links must ideally be

contention-free; this is because contention for the network also prevents the contenders from

progressing. Thus, contention for the links in the network must also be reduced.

Assume we have n compute objects and p processors. The problem of balancing compute

load involves partitioning the n compute objects into p groups such that the total compute

load of objects in each group is roughly the same. The second problem, that of reducing

network contention, involves placing these groups onto the p processors such that more

heavily communicating groups are placed on nearby processors. This would make each

message travel over a smaller number of links leading to a reduction in the average data

transferred across individual links.

The problems of partitioning and mapping can either be solved together or in sepa-

rate phases. In the latter approach, the first phase, called the partitioning phase, involves

partitioning the objects (oblivious to network-topology) into p groups. This serves the ob-

jective of balancing compute load on processors. In the next phase, the mapping phase, the

p groups are mapped onto the p processors with the objective of placing communicating

groups on nearby processors. Any partitioning algorithm can be used in the partitioning

phase. However, a partitioning method that reduces inter-group communication by placing
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more communicating objects in the same group must be preferred. This two-phased ap-

proach has the advantage of simplicity and clear separation of the two objectives. A unified

approach where the mapping is performed on an object-by-object basis has more freedom

but suffers from the constraint of balancing the compute load on processors. The additional

constraint makes this approach more complex. We take the two-phased approach in this

chapter.

3.1 Types of topologies

• Mesh

Figure 3.1: A (6,5) 2D-Mesh Topology

Mesh topology is also known as a Grid topology. An (a1, . . . , an) n-dimensional Mesh

consists of processors placed on integer coordinates of an n-dimensional coordinate

system in the space [(0, . . . , 0), (a1, . . . an)). Processors that differ in exactly one co-

ordinate by 1 are connected. For example, a 1D Mesh is just a linear arrangement

and a (2, 2) 2D Mesh is a square. Figure 3.1 shows a (6, 5) 2D-Mesh. The number of
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connections per processor depends only on the dimension and is independent of the

total number of processors.

• Torus

Figure 3.2: A (6,5) 2D-Torus Topology

A Torus is very similar to a Mesh but contains extra circular connections. An (a1, . . . , an)

n-dimensional Torus also consists of processors placed on integer coordinates of an n-

dimensional coordinate system in the space [(0, . . . , 0), (a1, . . . an)). A Torus contains

all the connection that the corresponding Mesh contains. In addition, extreme proces-

sors in each dimension also have a circular connection. Formally, processors that differ

in exactly one coordinate, say jth, by 1 mod(aj) are connected. For example, figure 3.2

shows a (6, 5) 2D-Torus.

• Hypercube An nD-hypercube is the generalization of a 3D-cube in n dimensions. It

contains 2n processors. An nD-hypercube is the same as as a (2, . . . , 2) nD-Mesh. Thus,

all coordinates of a processor on a hypercube are either 0 or 1. In order to connect p

processors in a hypercube we need to make a log(p)D-hypercube. A hypercube doesn’t
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Figure 3.3: A 4D-Hypercube Topology

scale very well because the number of physical connections needed per processors is

log(p), which quickly becomes large (for example 8 connections are needed for 256

processors).

3.2 Basic definitions

Both the load information and the network topology are represented as graphs.

• Topology Graph The network topology is represented as an undirected graph Gp =

(Vp, Ep) on p (= |Vp|) vertices. Each vertex in Vp represents a processor, and the edges

in Ep represent a direct link in the network. Our algorithms work for arbitrary network

topologies; however we will present results on more popular topologies like Torus and

Mesh.

• Task Graph The parallel application is represented as a weighted undirected graph

Gt = (Vt, Et). The vertices in Vt represent compute objects (or groups of objects)

and the edges in Et represent direct communication between the compute objects (or

groups of objects). Each vertex vt ∈ Vt has a weight ŵt. The weight on a vertex

denotes the amount of computation that the objects in the vertex represent. Similarly,
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each edge eab = (va, vb) ∈ Et has a weight cab. The weight cab represents the amount

of communication in bytes between the compute objects represented by va and vb.

The edges are undirected, which means that we are not considering the direction of

communication in our algorithm.

• Task Mapping The task-mapping is represented by a map :

P : Vt −→ Vp

If the compute objects represented by the vertex vt ∈ Vt of the task-graph are placed

on processor vp, then P (vt) = vp. A partial task mapping is one where some of the

vertices of the task-graph have been assigned to processors in the topology-graph while

others are yet to be assigned. A partial mapping can be represented by a function :

P : Vt −→ Vp ∪ {⊥}

where P (vt) = ⊥ denotes that vt has not yet been assigned to a physical processor.

• Hop-bytes Hop-bytes is the total size of inter-processor communication in bytes

weighted by distance between the respective end-processors. The relevant measure

for distance between two processors is the length of the shortest path between them

in the topology-graph. For processors v1p, v2p ∈ Vp, the distance between them is rep-

resented by dp(v1p, v2p). Let us denote by HB(Gt, Gp, P ) the hop-bytes when the task

graph Gt is mapped on the topology graph Gp, under the mapping P .

HB(Gt, Gp, P ) =
∑

eab∈Et

HB(eab)

where HB(eab) = cab × dp(P (va), P (vb))
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The overall Hop-bytes is the sum of Hop-bytes due to individual nodes in the task

graph.

HB(Gt, Gp, P ) =
∑

va∈Vt

HB(va)

where HB(va) =
1

2

∑

eab∈Et

HB(eab)

• Hops per byte This is the average number of network links a byte has to travel under

a task mapping.

Hops per Byte =
HB

∑
eab∈Et

cab

Hops per Byte =

∑
eab∈Et

cab × dp(P (va).P (vb))∑
eab∈Et

cab

3.3 Related work

The problem of scheduling has been well studied. A large part of the work has concentrated

on balancing compute load across the processors while ignoring any communication all to-

gether. In the next category, researchers have worked on communication-sensitive clustering

while still ignoring any topology considerations. The main objective here is the partitioning

of objects into balanced groups while reducing inter-partition communication. The more

general problem is one of mapping task graph to a network topology graph while balancing

compute load on processors and minimizing communication cost (which we model as hop-

bytes in section 3.2). This section will present a brief survey of related works in all these

categories.

3.3.1 Communication-oblivious partitioning

The problem of assigning a set of n jobs (each with some arbitrary size) on p processors,

so as to minimize the maximum load (makespan) on the processors is called the Makespan

minimization problem and is well studied. It is an NP -hard optimization problem [25].
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Hochbaum and Shmoys give a polynomial approximation scheme for uniform machines [12].

T.D.Braun et.al. [9] study a variety of mapping heuristics for heterogeneous machines. Min-

min heuristic assigns the smallest overall job to its biggest machine, Max-min assigns the

largest overall job to its best machine. Search techniques like genetic algorithms (GA),

simulated annealing, and A* are also considered. It is observed that search techniques

like GA give the best result but are quite slow [9]. For homogeneous systems, a simple

greedy algorithm where jobs are assigned in decreasing order of sizes to the current least

loaded machine performs well in practice. Though the algorithm can guarantee only a 2-

approximation, it gives much better results with jobs being small (relative to average load

on processors).

3.3.2 Communication-aware partitioning

In the context of parallel programs, a model where tasks communicate better reflects reality.

While it is desirable to reduce makespan, performance is also effected by communication

requirements. Intra-processor communication being relatively much faster, it is also desirable

to reduce inter-processor communication. Stramm and Berman [31] formulate cost function

that model processor loads and communication. They use these cost functions to guide

local neighborhood search and simulated annealing search over the possible configuration

space. It is observed that a good starting configuration is needed for these searches to lead

to a good result. Mansour et.al. [26] present a graph contraction algorithm where highly

communicating neighbors are repeatedly merged. The Kernighan-Lin algorthm [23] starts

with an intial mapping and refines it by swapping pairs of objects across group boundaries,

so that cross-edges are reduced. Recursive multilevel k-way partitioning is implemented in

METIS [22].
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3.3.3 Topology-aware mapping

While keeping communicating tasks on the same processor helps reduce the communication

cost, processor computation load considerations prevent all communication from being intra-

processor. The problem of mapping communication tasks onto a processor topology has been

studied in the past. The objective of the mapping is to essentially reduce communication

cost by placing communicating tasks on nearby processors.

Bokhari [7] uses the number of edges of the task graph whose end points map to neighbors

in the processor graph as the cost metric. The algorithm [7] starts with an initial mapping

and performs pairwise exchanges to improve the metric. Results are given for up to 49 tasks.

Lee and Aggarwal [24] propose a step by step greedy algorithm followed by an improvement

phase. At the first step, the most communicating task is placed on a processor with similar

degree. Subsequent placements are guided by an objective function. Berman and Snyder [6]

present an approach where both cardinality variation (difference in number of tasks and pro-

cessors) and topological variations (different in shapes of the task graph and topology graph)

are considered. They first coalesce the task graph to get rid of the cardinality variation. The

coalesced graph is mapped on the actual topology.

Local search techniques such as Simulated annealing have also been tried. Bollinger

and Midkiff [8] propose a two-phased annealing approach: process annealing assigns task to

processors and connection annealing schedules traffic along network links to reduce conflicts.

Evolution-inspired Genetic algorithms based search has also been attempted. Arunkumar

and Chockalingam [4] propose a genetic approach where search is performed using operators

such as selection, mutation, and crossover. While these approaches produce good results,

the time required for them to converge is usually quite large compared to the execution time

of the application. Orduña, Silla and Duato [28, 1] also propose a variant of the genetic

approach. Their scheme starts with a random initial assignment, the seed, and in each

iteration an exchange is attempted and the gain, if any, is recorded. If no improvement
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is seen for some iterations a new seed is tried and eventually the best overall mapping is

returned.

Strategies for specific topologies and/or specific task graphs have also been studied. Ercal,

Ramanujam and Sadayappan [10] provide a solution in the context of hypercube topology.

Their divide-and-conquer technique, called Allocation by Recursive Mincut or ARM, aims

to minimize total inter-processor communication subject to the the processor load being

within a tolerance away from the average. A mincut is calculated on the task graph while

maintaining processor load equal on the two sides and a partial assignment of the two parts is

made. Repetitive recursive bi-partitioning is performed and the partition at the kth iteration

determines the kth bit of the processor assignment. Bianchini and Shen [13] consider mesh

network topology. Fang, Li and Ni [11] study the problem of 2-D convolution on mesh,

hypercube and shuffle-exchange topologies only.

Baba, Iwamoto and Yoshinaga [5] present a group of mapping heuristics for greedy map-

ping of tasks to processors. At each iteration a task is selected based on a heuristic, and then

a processor is selected for that task based on another heuristic. One of the more promising

heuristic combinations they propose is to select the task that has maximum total communi-

cation with already assigned tasks and place it on the processor where the communication

cost is minimized. The communication cost is modeled similar to hop-bytes, although consid-

ering only the communication with previously assigned tasks. A very similar scheme has also

been implemented, independently, in Charm++ as the TopoCentLB load balancing strategy.

Taura and Chien [32] propose a mapping scheme in the context of heterogeneous systems

with variable processor and link capacities. In their scheme tasks are linearly ordered with

more communicating tasks placed closer, and the tasks are mapped in this order.
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3.4 TopoLB

We now present a mapping algorithm that aims to reduce hops per byte. The basic structure

will be presented and the different variations of the basic idea will be considered.

3.4.1 Intuition

Since we take the approach of placing objects one by one, the main question that needs to

be addressed is the selection of the next processor and the next node in the task-graph to

be placed on it. This is guided by an Estimation function. It estimates for each pair of

unallocated tasks and available processors the cost of placing the task on the processor in

the next cycle. The estimation function has the following form:

fest(t, p, P ) −→ cost value

where t is an unassigned task , p is an available processor and P is the current task mapping.

We will consider different estimation functions. For each task we can find the best processor,

the one where it costs least to place it. However, for a given task it may not matter much if

it is placed on its best processor or any other processor. We can approximate how critical

it is to place a task by assuming that if it is not placed in the next cycle it will go to some

arbitrary processor in a future cycle. The estimation function gives us the cost of placing a

task on its best processor and the expected cost when placed on an arbitrary processor. The

difference in the two values is used as a measure of how critical it is to place the task in the

next cycle. Once we estimate how critical it is for each task to be placed in the next cycle,

we can select the one for which it is most critical.

3.4.2 The algorithm

The top-level view of the algorithm is shown as algorithm 1.
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Algorithm 1: The Mapping Algorithm

begin

Data: Vt (the set of Tasks),

Vp (the set of processors)

(|Vt| = |Vp| = n)

Result: P : Vt −→ Vp (A task mapping)

T1 ←− Vt;

P1 ←− Vp;

for k ← 1 to n do

//Select the next task and processor (tk, pk);

//Next task, tk, is the one with maximum gain;

max gain← −∞;

for task t ∈ Tk do

gain(t) =

∑
p∈Pk

fest(t,p,P )

n−k
−minp∈Pk

fest(t, p, P );

if gain(t) > max gain then

tk ← t;

max gain← gain(t);
end

//Next processor, pk, is the one where tk costs least;

min cost←∞;

for processor p ∈ Pk do

if fest(tk, p, P ) < min cost then

pk ← p;

min cost← fest(tk, p, P )
end

P (tk) = pk;

Tk+1 ← Tk − {tk};

Pk+1 ← Pk − {pk};

end
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Let us denote by Tk the set of tasks that remain to be placed at the beginning of the kth

cycle. Also denote by Pk the set of processors that are available at the beginning of the kth

cycle. As shown in Algorithm 1, we calculate the estimated gain which each task stands to

achieve if it is placed in the current cycle. The estimation function is such that fest(t, p, P )

approximates the contribution of task t (if placed on processor p) to overall quality of the

mapping. The function is topology-sensitive. Once gain values are known for each task, the

one with maximum gain is selected. It is mapped to the processor where fest estimates it to

cost the least.

3.4.3 Estimation functions

In this section we will motivate and present multiple cost estimation functions. As explained

earlier the estimation function is used for calculating the cost of placing a task t on an

available processor p when some of the tasks have already been placed. Since our objective

is to reduce hop-bytes, we would interpret the contribution of task t to overall Hop-bytes as

the cost of placing t on processor p. Let us recall that Gt = (Vt, Et) is the task graph and

Gp = (Vp, Ep) is the network topology graph. We note that the overall Hop-bytes is additive

and is the sum of the Hop-bytes due to individual tasks.

HB =
∑

eij=(ti,tj)∈Et

cijdp(P (ti).P (tj)) =
1

2

∑

ti∈Vt

HB(ti), where

HB(ti) =
∑

tj |(ti,tj)∈Et

cijdp(P (ti).P (tj))

During a particular iteration of the mapping algorithm, we only have a partial mapping

because some tasks have not been placed yet. Let Tk be the set of tasks that remain to

be placed and Pk be the set of processors that are available at the beginning of the kth

iteration. Similarly, let T̄k be the set of tasks that have already been placed and P̄k be the

set of processors that are no longer available at the kth iteration. Note that Tk ∩ T̄k = φ and
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Pk ∩ P̄k = φ. Also, they partition the complete sets, which can be stated as : Tk ∪ T̄k = Vt

and Pk ∪ P̄k = Vp.

1. First order approximation

Since we do not know the placement of some of the tasks yet, we drop terms corre-

sponding to those tasks. Thus, we consider the contribution only due to communication

with already assigned tasks:

fest(ti, p, P ) =
∑

tj∈T̄k

cijdp(p, P (tj))

2. Second order approximation

We will approximate the contribution of communication with taks that have not yet

been assigned. As we do not yet know the placement of an unassigned task, say tj, in

Tk, we assume that it will be placed on a random processor. Thus, we approximate the

distance between p and P (tj) by the expected distance of p to other processors. The

distribution of P (tj) is taken to be uniformly random on Pk. In other words, for any

unmapped task tj ∈ Tk we approximate:

dp(p, P (tj)) ≈ Epj∈U [Vp][dp(p, pj)] =

∑
pj∈Vp

dp(p, pj)

|Vp|

Thus we can refine our estimation function to be:

fest(ti, p, P ) =
∑

tj∈T̄k

cijdp(p, P (tj)) +
∑

tj∈Tk

cij

∑
pj∈Vp

dp(p, pj)

|Vp|

3. Third order approximation

While we do not yet know the placement of unassigned tasks, we do know that they

can only be assigned to processors that are still available. The approximation that an

unassigned task, say tj, will be mapped to a random processor in Vp does not capture

23



this constraint. We should rather assume the distribution of P [tj] to be uniformly

random on available processors Pk. In other words, for any unmapped task tj ∈ Tk we

approximate:

dp(p, P (tj)) ≈ Epj∈U [Pk][dp(p, pj)] =

∑
pj∈Pk

dp(p, pj)

|Pk|

Thus we can have a more accurate estimation function below:

fest(ti, p, P ) =
∑

tj∈T̄k

cijdp(p, P (tj)) +
∑

tj∈Tk

cij

∑
pj∈Pk

dp(p, pj)

|Pk|

While using a better approximation in the estimation function is expected to lead to a

better solution, it is costlier to compute and it affects the overall running time of the load

balancing algorithm. However, the consideration of running time dominates here, and we

will use the second order approximation scheme. This will be discussed in section 3.4.4.

3.4.4 Implementation of the algorithm

The load balancing algorithm has been implemented in Charm++ as a strategy called

TopoLB under the framework described in section 2.3. Initially, the task graph is parti-

tioned into p groups using METIS [20, 22, 21]. Any other topology-oblivious partitioner can

also be specified for partitioning. At this point, both the new task graph and the topology

graph have the same size p. We maintain a p × p table of dynamic values of fest(t, p, P ).

Rows are indexed by task nodes and columns are indexed by processors. The entry in the

cell (t, p) is the current value of fest(t, p, P ). In addition, we maintain the minimum and

average value of fest for each unassigned task over all unassigned processors. Let us call

these arrays FMin[t] and FAvg[t], respectively. In the kth iteration we need to select the

unassigned task tk, which maximizes the value of FAvg[t] − FMin[t]. This takes a linear

pass, taking time O(p). Next we find the available processor pk, where fest(tk, p, P ) attains
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the minimum value in time O(p). The task tk is mapped to processor pk which is marked

unavailable. The main cost is incurred in updating the table at the end of each iteration, as

fest values might change as a result of the assignment of tk to pk.

• First/Second order approximation

If we are using either the first order approximation or the second order approximation,

only the estimation values of tasks that have an edge with tk in the task graph are

affected. Moreover, updating the fest values for one such task takes a total of O(p).

This makes the total cost of update O(pδ(tk)), where δ(tk) denotes the degree of the

node tk in the task graph. Thus, the total time in each iteration of the algorithm

is O(p) + O(pδ(tk)), which is same as O(pδ(tk)). The total running time over all p

iterations is:

Running T ime =
∑

t∈Vt

O(pδ(t)) = O(p
∑

t∈Vt

δ(t)) = O(p|Et|)

While the running time O(p|Et|) can be as bad as O(p3), in practice the nodes in the

task graph have small constant degree, and a running time closer to O(p2) is observed.

• Third order approximation

In this case the value fest(t, p) depends on the average distance of processor p to other

free processors. When the status of pk changes from free to allocated, the average

changes for all other processors. Thus, all fest(t, p, P ) values change. By maintaining

the average distance of a processor to free processors, we incur a constant cost per

processor in calculating new average values; this is a total cost of O(p). Once average

distances are known, each value in the fest table can be updated in constant time. This

incurs a total cost of O(p2). Thus total time in an iteration is O(p) + O(p2), which is
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same as O(p2). Overall running time over all p iterations in this case is:

Running T ime =
∑

t∈Vt

O(p2) = O(p3)

From the above calculation we can see that using second order approximation takes the

same time as the first order approximation ( O(p|Et|) ) while third order approximation costs

more ( O(p3) ). In practice, the nodes of the task graph have a small constant degree, and

the total number of edges is O(p). Thus, the second order approximation has a running time

closer to O(p2) which is significantly lower than the fixed cost of O(p3) for the third order

appproximation. Scaling considerations lead us to the choice of second order approximation

for our scheme.

3.5 RefineTopoLB : A topology based refiner

RefineTopoLB is a topology-based refiner. It is intended to be used for further reducing

communication cost (hop-bytes) after applying an initial load balancer like TopoLB. It es-

sentially assumes that the compute load on processors is balanced. All chares assigned to

the same processor are thought of as forming a chunk. The refiner swaps entire chunks be-

tween processors to see if more long-range communication is reduced. The relevant metrics

here also is hop-bytes. Each chunk contributes to the overall value of hop-bytes as the sum

of its communication with other chunks (say, in bytes) weighted by the distance between

their assigned processors. The strategy starts with the most communicating chunk and tries

to find if swapping its location with another chunk improves the overall hop-bytes. If an

improvement is possible, the chunk swaps its processor with the best choice. Similarly, the

strategy tries a swap for all chunks in order of their total communication. Since at each

step a swap is performed only if there is an improvement, the final result is guaranteed to

be better than the original assignment in terms of hop-bytes. The selection of best place for
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each swap takes O(p2); so the overall running time of the algorithm is O(p3). The high cost

makes it usable only for small topologies.

3.6 TopoCentLB

TopoCentLB is a topology-aware load balancer for Charm++ developed by Amit Sharma.

In this strategy, as in TopoLB, the original task graph is first partitioned using a topology-

oblivious scheme (like greedy partitioning or Metis) to get a smaller graph with p nodes,

where p is the number of physical processors. We will assume for the description that the

task graph and the processor graph have the same sizes. The mapping algorithm iteratively

maps the nodes of this task graph onto the physical processor graph. In each iteration, the

task that has maximum total communication with already assigned task is selected. It is

mapped to the free physical processor where it incurs the least total cost of communication

(in terms of hop-bytes) with the already assigned tasks. A similar scheme has been described

by T. Baba et.al. [5]; this scheme corresponds to their (P3, P4) scheme.

We will present a comparitive study of TopoLB and TopoCentLB in chapter 4.
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Chapter 4

Performance results for TopoLB

In this chapter we will discuss the performance of the load balancing schemes described

earlier. Section 4.2 will describe the performance of TopoLB in reducing the hops-per-byte

metric in different scenarios. The effect of the reduction in hops-per-byte on actual network

communication observables, like average message latency and execution times , is described

in section 4.3.

4.1 Evaluation mechanism in Charm++

Charm++ load balancing framework allows the runtime to dump load information from an

actual parallel execution into a file for later analysis. This can be done by specifying the load

balancing step for which the load information needs to be dumped as runtime parameters

(using +LBDump StartStep to specify the first step, and +LBDumpSteps NumSteps to

specify the total number of steps). A dump file is generated for each of the steps specified in

the range. The effect of different centralized load balancing strategies can then be studied on

the load balancing database present in these dump files by running any Charm++ program

sequentially in simulation mode (by specifying the name using +LBDumpFile FileName and

the load balancing step to be simulated using +LBSim StepNum). In simulation mode, the

load balancing framework uses the load information from the dump files rather than from

the current run. Relevant metrics can be studied as needed.
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This mechanism provides an efficient way of testing load balancing strategies as their

effects on a given load scenario can be studied without repeated runs of the actual parallel

program. Moreover, different strategies can be compared on exactly same load scenarios,

which is not possible in actual execution because of non-deterministic interleaving of events.

Thus, we will use this mechanism to study the performance of the load balancing schemes

described earlier.

4.2 Reduction in hop-bytes

As described in chapter 3, the metric that TopoLB aims to reduce is hop-bytes, or equiva-

lently, hops-per-byte. We will present TopoLB’s performance in terms of hop-bytes reduction.

TopoLB assumes that the chares have been grouped into p groups, where p is the number

of processors, and then maps the coalesced task graph onto the topology graph. To study the

quality of mapping independent of the clustering method, we can start with task graphs that

have just p chares so that no clustering is needed. We use a Charm++ benchmark program

which has a jacobi-like communication pattern for this purpose. The benchmark program

creates chares which communicate in a 2D-Mesh pattern. Each chare communicates with its

four neighbors (three or two for boundary and corner chares, respectively) in each iteration.

The number of chares to be created is a parameter to the benchmark.

4.2.1 2D-Mesh pattern on 2D-Torus

Figure 4.1(a) compares the performance of random placement, TopoLB and TopoCentLB in

mapping a 2D-Mesh pattern onto a 2D-Torus topology. In each case, the number of tasks

created is the same as the number of processors. It can be seen that random placement

produces mappings that have very large values of hops-per-byte. We can analytically com-

pute the expected hops-per-byte for random placement. Since the placement is random, the

expected number of hops a packet needs to travel is the expected distance between two ran-
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Figure 4.1: Mapping 2D-Mesh communication pattern onto a 2d-Torus. Number of chares
is same as number of processors.
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Number of processors Time for TopoLB (in s) Time for TopoCentLB (in s)
64 0.0022410 0.0019920
144 0.0130850 0.0097710
256 0.0379570 0.0293210
400 0.0996770 0.0682570
900 0.5512810 0.3200670
1600 2.0296010 0.9815290
2500 5.2971460 2.3748240
3600 10.8602030 4.8823460
4900 24.1431710 9.3374660
6400 47.4692040 15.9934400

Table 4.1: Comparison of time taken in mapping a 2D-Mesh pattern on a 2D-Torus topology

dom processors. The distance between two processors in a 2D-Torus is the sum of distances

in the two dimensions. Each dimension has a span of
√

p, and with a wrap-around link the

expected distance in each dimension is
√

p

4
. Thus, the total expected distance between two

random processors is 2
√

p

4
, or

√
p

2
. As seen in figure 4.1(a), the value of hop-bytes for random

placement matches closely with this expected value.

Since a 2D-Torus contains a 2D-Mesh, the ideal placement can preserve neighborhood

relationships and achieve the hops-per-byte value of 1. It is interesting to note that TopoLB

actually produces an optimal mapping in most cases. Figure 4.1(b) shows the comparison

of TopoLB and TopoCentLB and is essentially a zoomed-in version of figure 4.1(a). It is

also seen that TopoCentLB also results in small values of hops-per-byte, though TopoLB

performs better than TopoCentLB in all tested cases.

The time taken by the mapping strategies in mapping a 2D-Mesh communication pattern

onto a 2D-Torus of the same size is shown in Table 4.1. The experiments were conducted on

an Intel Pentium 4 CPU machine running at 3.00 GHz with 1 GB of memory and 512KB

cache. We can see that TopoCentLB scales better than TopoLB.
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Figure 4.3: A (8,8)2D-Mesh mapped optimally onto a (4,4,4)3D-Torus

4.2.2 2D-Mesh pattern on 3D-Torus

Next we map the 2D-mesh communication pattern on a 3D-Torus topology of the same size.

A comparison of the average hops-per-byte values resulting from different mapping strategies

is shown in figure 4.2(a). For a 3D-Torus, the expected distance between two random

processors is 3
3
√

p

4
. As seen in figure 4.2(a), the actual value of hops-per-byte obtained by

random mapping matches this analytical formula closely. The other two mapping strategies,

TopoLB and TopoCentLB, lead to considerable reduction in hops-per-byte when compared

to a random mapping.

In general, the task graph (2D-Mesh) is not a subgraph of the topology graph (3D-Torus).

Hence, it is not always even feasible to preserve neighborhood relation when mapping a 2D-

Mesh onto a 3D-Torus with the same number of nodes. Consequently, the optimal value

of hops-per-byte is, in general, larger than 1. However, for specific cases, it is possible

to preserve the neighborhood relation. For example, a (8,8)2D-Mesh is a subgraph of a

(4,4,4)3D-Torus, so it is possible to preserve neighborhood relation. One such mapping is

shown in figure 4.3. We can see from figure 4.2(b) that in this case, TopoLB is able to reduce

hops-per-byte to its optimal value of 1 (the value when number of processors is 64 in the

figure). For a larger number of processors, TopoLB leads to a small value of hops-per-byte.
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TopoCentLB also results in small values of hops-per-byte which are about 10% higher than

those from TopoLB.

4.2.3 LeanMD mapped onto different topologies

This section will describe the results of mapping communication pattern from a real molecular

dynamics simulation program called LeanMD [27]. We have load information dumps for

LeanMD on different numbers of processors. The total number of chares is 3240+ p where p

is the number of processors. This gives virtualization ratios of 180 for p = 18, 6 for p = 512

and 3 for p = 1024. Since the number of chares is greater than the number of objects, we

need to perform clustering of chares into p groups with balanced communication load. We

use METIS for this initial grouping. Once this grouping is performed on the original task

graph, a new task graph with the same size as the number of processors is obtained. We

then map this task graph using different strategies.

Figure 4.4(a) shows the average hops-per-byte when LeanMD is mapped onto 2D-Tori of

various sizes. For p = 18, the virtualization ratio is 180, which is quite high. Consequently,

with such a large number of chares in each group, almost all pairs of groups communicate

with each other. The average degree of the coalesced task-graph obtained from METIS

is 12.7, which means that each group communicates with 70% of the groups. Hence it is

difficult for any strategy to reduce hop-bytes as almost all the groups communicate. For 512

processors, the virtualization ration is 6 and the average degree of the coalesced task graph

is 19.5 which means that each group communicates with about 4% of the other groups. This

creates some avenues for intelligent placement of groups to keep the communication local.

As seen from figure 4.4(a), TopoLB leads to a 34% reduction in average hops-per-byte over

random placement. RefineTopoLB can further reduce the value by about 12%. TopoCentLB

also performs well, leading to a 30% reduction; similar trend is seen for 1024 processors.

Figure 4.4(b) shows the results for mapping onto 3D-Tori. The relative performance of the

different schemes in this case is similar to the last case. TopoLB followed by RefineTopoLB
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leads to a reduction in hops-per-bytes in the 40% range.

4.3 Performance on interconnection networks

In section 4.2 we discussed the reduction in the average number of hops that each byte travels

over the network. In this section we will discuss how this reduction in the hops-per-byte

metric translates into gains in execution time and and other characteristics on the network.

We will perform simulations using BigNetSim [36], which is an interconnection network

simulator. One of the features of BigNetSim is that it can simulate application traces on dif-

ferent kinds of interconnection networks. We will be using a 3D-Torus network to simulate a

2D-jacobi like program. In this benchmark program, each chare performs some computation

and then sends messages to its four neighbors in each iteration. The amount of computation

is kept low so that communication is a significant factor in overall efficiency. This bench-

mark program is executed with TopoLB, TopoCentLB, and GreedyLB (essentially random

placement) and event traces are obtained. These event traces contain timestamps for mes-

sage sending and entry point initiation. Event-dependency information is also available in

the traces so that these timestamps can be corrected depending on the network being sim-

ulated while honoring event ordering. Thus, we can vary the parameters for the underlying

interconnection networks and examine the expected effect on the execution of the traced

program.

The execution of application traces is simulated on a (4,4,4)3D-Torus interconnection

network. Since TopoLB and TopoCentLB lead to a reduction in the average hops that

a packet travels, the actual network load generated for the same application is reduced.

Hence, it is expected that an application mapped using these schemes would be able to

tolerate reduction in link bandwidth better than a naive random mapping. Figure 4.5(a)

shows the average message latency for different values of link bandwidth. It can be seen that

in the case of a random placement, the average latency increases dramatically as congestion
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sets in due to a reduction in bandwidth. TopoCentLB can tolerate a further reduction in

network bandwidth while TopoLB is the most resilient; this is because a smaller value of

hops-per-byte leads to a smaller number of packets on each link. Consequently, the links

can service the traffic with a smaller bandwidth. In the case of random placement, larger

loads on individual links lead to messages being stranded in the buffers at the switches for

a longer time. Figure 4.5(b) shows the zoomed-in view of figure 4.5(a) for the purpose of

comparison of the schemes in the low congestion region. Even in this case, it can be seen

that among the three schemes TopoLB leads to least average message latency. This is due

to the fewer number of links that a message travels on an average, if TopoLB is used.

The total time for the entire execution to finish is also improved by using intelligent map-

ping. Figure 4.6 shows the total time required for the completion of 2000 iterations of the

benchmark. For smaller bandwidth, optimizations obtained by TopoLB and TopoCentLB

show a very large gain. In this region, random placement leads to congestion which causes

communication to be delayed and iterations progress much slower. Total execution time un-
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der random placement can be more than double the time required under TopoLB. TopoCentLB

also leads to a large reduction over random placement. However, TopoLB outperforms

TopoCentLB in the range 10-25%.
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Chapter 5

RefineKLB: A refiner with bounded

migration

Dynamic load balancing typically involves periodic calls to the runtime to remap the compute

objects. The new remapping can utilize the instrumented load information in the entire or

a part of the duration since the last call. A simple approach for remapping is to start

each time from scratch without caring for the current location of objects. In this approach,

each call to the load balancer is essentially treated as independent and any ab-initio load

balancing strategy can be used. However, being oblivious of previous assignment, such an

approach would expectedly lead to the migration of a large fraction of the objects. If the

load balancer is called with a low frequency, this overhead may be acceptable. However, in

a situation where the load scenario changes relatively quickly, frequent load balancing may

be required, making the overhead unacceptable. Such frequent change may be due to the

underlying nature of parallel application. For example, a simulation of a block of material

turning from elastic to plastic starting from an end will see quick load change as compute

objects representing regions of the block change state. Frequent calls to load balancer are

required, which may lead to large migration overhead. This suggests an approach where

the previous mapping is taken into consideration and only some of the objects are moved

to achieve load balance. This is called load rebalancing through a refinement of the current

mapping.
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5.1 The load rebalancing problem

Informally, the objective of rebalancing is to achieve load balance without causing too much

overhead of migration. This overhead could be modeled as the total number of objects that

are moved from their previous host processor. Under this model the load rebalancing prob-

lem can be stated as: Given a mapping of objects to processors, minimize the maximum load

on any processor by moving only K objects away from their processor under the mapping.

This is the model used by G. Agarwal, et al [3] and it is shown that the problem is NP -hard.

Thus, approximation algorithms are explored and a 1.5-approximation is given [3]. The ap-

proximation result can be stated as:

Given a mapping of n movable objects onto p processors and a number k (≤ n), the al-

gorithm moves at most k objects and attains a maximum load that is within a factor of 1.5

of the maximum load if k objects were moved optimally.

5.1.1 Application to Charm++

The approximation result cannot be directly applied in context of Charm++ load balancing

because it assumes that all objects are migratable. However, in Charm++, some objects are

not migratable. Also, processors have a background load which is not considered. Back-

ground load can also be modeled as an immovable object. In this chapter we present a

modification to the algorithm in [3] to account for immovable objects and background load

while still ensuring a 1.5-approximation w.r.t. the best possible rebalancing.

A practical problem with the use of a 1.5-approximation result in Charm++ load balanc-

ing relates is that that in a large number of load balancing scenarios a factor of 1.5 can be

achieved by moving only a few objects. In many scenarios, the initial load imbalance may

not even be as large as 1.5 times the average load. With the 1.5-approximation algorithm,

we found that even if it is given the freedom to move a large fraction of objects, it ends
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up moving only just a few objects so as to enable it to guarantee the approximation factor

of 1.5. So in a sense the algorithm is conservative. With the available residual moves, a

heuristic improvement can be undertaken to improve the load balance, albeit without an

improvement in the guarantee. In Charm++, the sizes of individual objects are typically

small compared to the average load on a processor. In the absence of large objects, heuristic

improvements usually result in much better load balance than the guarantee of a factor of

1.5.

The Charm++ load balancing framework allows for the specification of an ab-initio bal-

ancing strategy and a rebalancing strategy. In a typical usage scenario, the ab-initio strategy

is used for the first load balancing cycle , while the later requests are handled by the rebal-

ancing strategy.

5.2 RefineKLB

We implement the modified 1.5-approximation algorithm and a simple heuristic (described

in this section) as a Charm++ load balancing strategy called RefineKLB.

5.2.1 Modification of the original algorithm

We will discuss a small modification to the algorithm in [3] to account for background load

and un-migratable objects. For each processor, we calculate the total size of un-migratable

objects and the background load and replace them by a single un-migratable object of this

size. Next we run the same algorithm as in [3], although calculating some parameters a little

differently. The description of the algorithm below is based on that in [3]. It assumes that

the optimal makespan achievable with K moves, OPT, is known. This assumption can be

dispensed away later.
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Definitions

An object is called large if its size is larger than 1
2
OPT, otherwise it is called small. We note

that there cannot be more than p large objects, otherwise a makespan of OPT would not be

achievable. A processor is called large-free if it does not have any large object. Let LT be

the total number of large objects and pL be the total number of processors with atleast one

large object. Let LE = LT − pL denote the number of excess large objects. We note that

each processor has at most a single un-migratable object. This un-migratable object can be

large. All other objects are considered to be migratable.

Algorithm Mod-PARTITION

1. From each of the pL processors with large objects, remove all but one large objects as

follows:

• If it contains an un-migratable large object, remove all other large objects.

• If it doesn’t contains an un-migratable large object, remove all large objects except

the smallest-size large object.

2. For each processor i, caculate the following values w.r.t. to the current configuration:

• ai: the minimum number of migratable small objects to be removed so that the

total size of small objects is at most 1
2
OPT .

• bi: the minimum number of migratable objects to be removed so that the total

size of objects is at most OPT .

• ci = ai − bi

3. Select the LT processors with the smallest values of ci (break ties in favor of processors

with large objects). Remove ai small migratable objects from them, so that the total

size of small objects is at most 1
2
OPT .
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4. From the other p− LT processors, remove bi migratable objects so that the total load

on each is at most OPT . In doing so, some large migratable objects may be removed

from these processors. Assign them to distinct large-free processors created in Step 3.

5. Assign large objects removed in Step 1 to distinct large-free processors created in Step

3.

6. Assign the small objects removed in Steps 3 and 4 one by one to the current least-loaded

processor.

Theorem 1: Algorithm Mod-PARTITION achieves an approximation ratio of 3
2
.

Proof: The same proof as in [3] holds for the modified algorithm as well. We just present

an outline here. First we observe that the maximum load on any processor after Step 5 is at

most 3
2
OPT . After Step 5, there are p− LT processors with total load at most OPT . The

other LT processors have at most one large object and the total size of small objects at most

1
2
OPT . In Step 6, small jobs are assigned one by one to the current least-loaded processor.

Since the total size of all objects is no more than p×OPT , there will be at least one processor

with total load not exceeding OPT under any partial assignment. Consequently, assignment

of small jobs (which have sizes at most 1
2
OPT ) to the current least loaded processor (with

load at most OPT ) cannot increase the processor’s load beyond 3
2
OPT . Thus the maximum

load on any processor after Step 6 is at most 3
2
OPT .

Lemma 1 : The number of objects relocated by mod-PARTITION is no more than an

optimal algorithm which achieves a makespan of OPT .

Proof: This Lemma is same as Lemma 4 in [3] whose proof holds here for the modified

algorithm as well. It is based on the idea of half-optimal configurations [3] and we refer the

reader there.
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Now we will do away the assumption about the knowledge of the value of OPT in ad-

vance. First we observe that the behavior of mod-PARTITION changes only when the value

of LT changes, or the values of ai or bi change for some processor. These values do not

change for small changes in the value of OPT . It is only when OPT changes across some

thresholds that the behavior changes. For example an object of size s transforms from being

large to small as OPT increases across 2s. It is shown in [3] that there are a total of O(n)

threshold values which change the behavior. We can try the mod-PARTITION algorithm

with OPT value set as these threshold values (in ascending order) until the total objects

migrated is atmost k.

5.2.2 Practical strategy for Charm++ load balancing scenarios

We addressed the issue of background load and un-migratable objects in the context ofCharm++

in section 5.2.1. However the issue of the algorithm being conservative still remains. While

a guarantee of load balance within a factor of 1.5 of the optimal is good, we will see that

simpler heuristics ( with a worse guarantee) performs better in practice. In Charm++, the

total number of objects, n, is usually much larger than the number of processors, p. Hence

the number of objects on each processor, n
p

, is large. Thus the size of any individual object

is a small fraction of the average load on the processors, making it possible to achieve a

makespan that is close to the average load on the processors. Thus a makespan which is 1.5

times the average load is trivial in this scenario.

We have implemented a simple load rebalancing heuristic [3], which guarantees an ap-

proximation ratio of 2, but performs better in practice. The following heuristic is applied

for the residual moves available after the application of the algorithm in section 5.2.1:

1. Repeat K times:

Pick the largest object from the current most loaded processor.

2. Place the removed objects one by one, in decreasing order of sizes, on the current least
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loaded processor.

It is easy to see that in the case where all objects are the same size, this simple heuristic

performs optimally. We will discuss the performance of this heuristic on Charm++ load

scenarios in section 5.3.

5.3 Experimental results

This section will describe the performance of RefineKLB load balancing scheme. RefineKLB

admits a bound on the number of objects that it is allowed to migrate, as a runtime parameter

(using +LBNumMoves K , where K∈ [0, 100] is the percentage of objects that can be

migrated).
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Figure 5.1: Comparison of rebalancing schemes on data from 10k objects on 1k processors

In this section we will refer to the 1.5-approximation algorithm described in section 5.2.1

as RefineKLB 1.5 approx. The other rebalancing scheme, described in section 5.2.2, which

performs simple rebalancing in a greedy fashion, will be referred as RefineKLB greedy. We
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will be comparing the two schemes using load database dumps generated from a Charm++

test program called lb test that takes the number of objects to be created as a parameter.

For this bechmark program, we use the BigSim [35] simulation environment of Charm++ to

obtain dumps for very large number of processors. Performance results for load information

gathered from a real molecular dynamics application, LeanMD, will also be considered.

Figure 5.1 shows the performance of the two schemes on data from 10k objects on 1k

processors. It can be seen from the figure that, as a larger percentage of objects are allowed

to be migrated, RefineKLB greedy utilizes the additional freedom and improves the load

balance. On the other hand, RefineKLB 1.5 approx doesn’t utilize the additional freedom

effectively. Although it still achieves an approximation ratio of 1.5, a much better load

balance is achievable here.
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Figure 5.2: Comparison of rebalancing schemes on data from 32k processors and 800k objects

Similar behavior is seen on data from 32k processors. Figure 5.2 compares the two

schemes when the number of objects is 800k. In this particular case, RefineKLB 1.5 approx

doesn’t do anything at all. As shown in the figure, there is one very large object that makes it
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impossible to achieve a makespan closer to the average processor load. However RefineKLB

greedy reduces the makespan progressively, to the size of this large object, as more and more
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migrations are allowed. Figure 5.3 shows the results for 256k objects on 64k processors. In

this case also, greedy refinement beats the 1.5-approximation scheme.

Next, we show the comparison results for the load information obtained from a real

application called LeanMD, which is a molecular dynamics program. The performance of

the two rebalancing schemes is compared in figure 5.4. The LeanMD data that we are

considering is from a run on 1k processors, and contains 4264 objects. As seen in figure

5.4, RefineKLB greedy performs better than the 1.5-approximation. While the two schemes

exhibit similar performance when the percentage of objects that can be migrated is small,

the RefineKLB 1.5 approx reaches a plateau at 20%. When more than 20% of the objects

are allowed to be migrated, RefineKLB greedy is seen to lead to a smaller makespan in this

case.

Thus, we see that the simple greedy rebalancing heuristic performs better than the 1.5-

approximation algorithm under usual scenarios that arise in rebalancing object computation

load in Charm++ applications.
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Chapter 6

Summary and future work

This thesis presents load balancing schemes aimed at solving two categories of problems that

arise in the context of parallel programming.

A task-mapping algorithm, called TopoLB, is described in this thesis. The algorithm

provides a solution to the problem of mapping tasks onto physical processors connected in a

given topology, so that most of the communication is between nearby processors. We show

that TopoLB provides a good mapping, in terms of average number of hops travelled by

each byte, and compares favorably with some other schemes. In particular, we found that

TopoLB was able to map a 2D-Mesh onto a 2D-Torus optimally in many cases, although it

does not consider the shapes of the graphs specifically. We show, via simulations, that an

efficient mapping that reduces the total communication load on the network, or hop-bytes,

leads to lower network latencies on an average, and provides better tolerance of network

bandwidth constraints.

In the future, gains from topology-aware task mapping should be studied on real large

parallel machines, like BlueGene (BG/L). Due to massively large sizes of these machines,

a distributed approach toward keeping communication localized in a neighborhood may be

needed for scalability. A hybrid approach, such as that in [34], could also be investigated.

We also study the problem of rebalancing load by migrating a bounded number of ob-

jects from their current host processors. Towards this end, a modification is proposed to

the algorithm in [3], to account for the background load on processors and the possibility
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of un-migratable objects. We find that in typical scenarios in load balancing Charm++ ap-

plications, or situations where objects sizes are small in comparison with average processor

load, a simple greedy heuristic performs better. Although the greedy heuristic provides a

weaker guarantee (2-approximation) than the other algorithm (1.5-approximation), it leads

to better rebalancing in practice.

A better model for rebalancing cost needs to be considered in the future. Since the

actual migration of objects takes place in a distributed fashion in parallel, a more accurate

cost metric would be the maximum number of migrations that any individual processor is

involved in (as either a source or a destination). Strategies need to be designed to reduce

this migration cost metric.
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